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a b s t r a c t

Creeping flows govern many important physiological phenomena such as elevated interstitial fluid flows
in tumors, glymphatic flows in the brain, among other applications. However, few methods exist to mea-
sure such slow flows non-invasively in optically opaque biological tissues in vivo. Phase-contrast MRI is a
velocimetry technique routinely used in the clinic to measure fast flows in biological tissues, such as
blood and cerebrospinal fluid (CSF), in the order of cm/s. Use of this technique to encode slower flows
is hampered by diffusion weighting and phase error introduced by gradient hardware imperfections. In
this study, a new PC-MRI technique is developed using stimulated echo preparation to overcome these
challenges. Flows as slow as 1 lm/s are measured and validated using controlled water flow through a
pipe at 4.7 T. The error in measured flow rate obtained by integrating the measured velocity over the
cross-sectional area of the pipe is less than 10%. The developed method was also able to capture slow nat-
ural convection flows appearing in liquids placed inside a horizontal bore magnet. Monitoring the 4D
velocity vector field revealed that the natural convection flows decay exponentially with time. This
method could be applied in future to study creeping flows, e.g. in tissue.

� 2018 Elsevier Inc. All rights reserved.
1. Introduction

Creeping flows govern many important physiological phenom-
ena. Elevated interstitial fluid flows, which govern drug distribu-
tion following direct infusion into the target biological tissue
(i.e. convection enhanced delivery [1]), are in the order of tens of
lm/s in the rat brain and mouse hindlimb tumors [2,3]. Naïve
interstitial fluid flows in tumors, which play an important role in
tumor metastasis, have been experimentally measured to range
from 0.1 to 55 lm/s in rodents depending on the tumor type [4].
Glymphatic flows, which are thought to be responsible for waste
clearance in the brain, are predicted to be around 100 lm/s [5]
and flows in lymphatic vessels, which are one of the key determi-
nants of tissue interstitial fluid pressure, has been measured to be
around 50 lm/s in a mouse’s ear [6], among other applications.

Most of the slow flow measurements in tissue reported in the
literature were performed using limited depth of view optical tech-
niques, such as fluorescence recovery after photobleaching (FRAP)
or optical coherence tomography (OCT) techniques [6,7]. Slow flow
measurements deep in the parenchyma have been reported using
magnetic resonance imaging (MRI) by tracking MR visible contrast
agents [8,9]. Such tracer tracking based techniques have several
drawbacks: (1) they require introduction of a tracer which might
be invasive and may change the natural flow in the system under
study, and (2) velocity measurement is indirect, based on a model
which separates flow related tracer displacement from that due to
diffusion. This is particularly challenging for low Pèclet number
flows where diffusion is on the same order as flow. Given the
recent interest in understanding slow flows in the tissues, such
as the brain glymphatics, a non-invasive direct 3D slow flow mea-
surement technique is needed, which is capable of imaging deeper
in the biological tissue in vivo.

To the best of our knowledge, MRI of spin displacement proba-
bility density function (also known as the propagator) and phase
contrast MRI (PC-MRI) are the only two techniques currently avail-
able for direct flowmeasurement deep in tissues. Propagator imag-
ing relies on the Fourier relationship between the complex MR
signal attenuation with bipolar magnetic field gradients and the
propagator [10]. The measured propagator is translated into veloc-
ity distribution by dividing it with the mixing time (i.e. time from
the beginning of first flow-encoding gradient lobe to the next). This
method has been applied so far to measure 1D flows as slow as

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jmr.2018.12.009&domain=pdf
https://doi.org/10.1016/j.jmr.2018.12.009
mailto:mkulam@ufl.edu
https://doi.org/10.1016/j.jmr.2018.12.009
http://www.sciencedirect.com/science/journal/10907807
http://www.elsevier.com/locate/jmr


Table 1
Hadamard encoding table for flow imaging showing the polarity of effective flow-
encoding gradient on each of imaging gradient axes (read, phase and slice) for the four
acquisitions [25].

Acquisition # Read Phase Slice

1 + + +
2 – – +
3 – + –
4 + – –
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200 nm/s of slowly diffusing tracer particles placed in a cylindrical
Couette cell [11], flows approximately 20 lm/s in tissue mimicking
packed bed phantoms [12] and 0.67 mm/s in plant tissue [13].
However, the method maybe time consuming, especially for imag-
ing creeping flows since the MR signal needs to be sampled repeat-
edly with varying gradient strengths oriented in 3D to fully resolve
the small displacements resulting from slow flows in 3D. Given the
effects of flow appear in the phase of the complex MR signal atten-
uation due to the Fourier shift theorem, it is difficult to isolate the
flow related phase shift from that due to gradient hardware imper-
fections whose effects scale with the applied gradient strength.
These challenges may limit its use in vivo.

PC-MRI is an MR velocimetry technique regularly used in the
clinic to measure flows in tissues, such as the blood and cere-
brospinal fluid (CSF) [14–17]. It does not involve exogenous tracers
and allows for direct velocity measurements in an opaque material
such as the tissue. It is similar to the propagator imaging with
bipolar magnetic field gradients used to induce linear velocity
dependent phase in gradient echo MR images which is isolated
from other phase contributions to obtain the mean velocity in a
voxel instead of the velocity distribution. In the PC-MRI technique,
the flow-encoding gradient strength is held constant and oriented
in a tetrahedron to encode flows in 3D, thereby making it faster
than the propagator method.

Despite its clinical applicability, encoding slower flows with
PC-MRI is challenging since it requires application of very large
gradient strength and/or duration. This increases the diffusion
weighting in the scan resulting in decreased velocity sensitivity.
It also exacerbates the effect of gradient hardware imperfections
due to eddy currents induced in surrounding conductors [18],
mechanical resonance of gradient coil [19], and gradient concomi-
tant fields [20] resulting in non-zero position dependent velocity
irrespective of flow, and velocity errors in flowing regions. Position
dependent phase errors are usually corrected by measuring them
locally in a static region of interest and subtracting them globally
on the entire imaging slice following error interpolation [20,21].
However, velocity errors in flowing regions remain uncorrected
and might be on the same order as slow flow velocities of interest.

A PC-MRI sequence minimizing both diffusion weighting and
gradient hardware errors, while maximizing flow weighting,
would be useful for measuring very slow flows in vivo. Velocities
measured in typical clinical PC-MRI scans range from 30 to
200 cm/s [17], which is appropriate for fast CSF and blood flows.
Huang et al. used spin echo phase contrast MRI for improved flow
sensitivity to measure slow fluid flows on the order of a few mm/s
imposed in a porous foam. Gradient hardware induced phase
errors in the velocity map were removed using a separate acquisi-
tion without flowwhich may not be feasible for in vivo applications
[22]. Recently, Samuel and co-workers reported interstitial/blood
flow measurements as low as 20 lm/s in murine hind limb tumor
using gradient echo PC-MRI albeit with low precision due to large
diffusion weighting in the scans [23]. To the best of our knowledge,
this is currently the slowest velocity reported to have been mea-
sured using PC-MRI.

In this study, a PC-MRI technique with stimulated echo (STE)
preparation, capable of measuring flows as slow as 1 lm/s, is
developed by minimizing the scan diffusion weighting and phase
errors introduced by gradient hardware imperfections. The method
is tested using a controlled pipe flow experiment and applied to
study natural convection flows appearing in liquids placed inside
a horizontal bore magnet. Future applications include investigating
flows in tissues, such as glymphatic flows in the brain, elevated
interstitial fluid flows in tumors, convection enhanced delivery
flows, and pulsatile motion of brain parenchyma during cardiac
and respiratory cycles [24].
2. Materials and methods

2.1. Flow imaging theory

Phase induced on spins steadily flowing with velocity, v!, by a

bipolar gradient, G
!

flow tð Þ, consisting of two unipolar gradients,

g! tð Þ, of duration, d, separated by time, D, is given by [25] (see
Appendix A),

/ ¼ �cv!�
Z Dþd

0
t G
!

flow tð Þdt ¼ v!� q!D; q!¼ c
Z d

0
g! tð Þdt ð1Þ

Velocity is measured using the above relation by isolating the
flow dependent phase from other contributions such as from sam-
ple susceptibility, radiofrequency (RF) pulse, etc.

Measuring 3D velocity requires four acquisitions per voxel with
flow-encoding gradient polarities along the imaging gradient axes
(i.e. read, phase and slice) systematically varied according to the
Hadamard encoding given in Table 1, which provides greater veloc-
ity sensitivity with fewer acquisitions than simple four or six-point
velocity encoding [25]. Flowweighting is characterized by the user-
controlled velocity encoding anti-aliasing factor, venc , which for a
given flow-encoding gradient is the velocity at which the phase
begins to wrap to ±p. For Hadamard encoding this is given by [26],

venc ¼ p

4 q!
��� ���D ð2Þ

The individual velocity components along read, phase and slice gra-
dient axis are obtained by complex division of the four velocity
encoded images as shown below,

v read

venc
¼

arg S1 �S4
S2 �S3

� �
p

vphase

venc
¼

arg S1 �S3
S2 �S4

� �
p

vslice

venc
¼

arg S1 �S2
S3 �S4

� �
p

ð3Þ

where Si is the complex MR image from the ith acquisition in the
Hadamard encoding table shown in Table 1 and arg is the complex
argument (i.e. phase angle of the complex number).

The smallest measurable velocity by this technique is limited by
the amount of phase noise present in the flow weighted scan.
Velocity dependent phase should exceed the phase noise standard
deviation present in the scan which is equal to the inverse of the
signal-to-noise ratio (SNR) of magnitude images [25] resulting in
the following relation,

pv
venc

>
1

SNR
ð4Þ

) v >
1
p

venc

SNR

� �
ð5Þ

Thus, measuring slow flows requires smaller venc and/or higher
SNR. A major source of signal loss in pulsed field gradient experi-
ments is from phase dispersion due to spin diffusion during the
mixing period, D. Diffusion weighting in the scan is given by the
b-value [10],
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b ¼ q!
��� ���2D for D � d ð6Þ

The quadratic dependence of b-value on q!
��� ��� emphasizes the

advantage of minimizing q!
��� ��� over D for reducing diffusion weight-

ing. The use of longer D increases the sensitivity to flow related
spin displacement, which scales by D, but decreases the sensitivity
to diffusion, which scales by

ffiffiffiffi
D

p
. The long mixing period afforded

by the stimulated echo due to long T1-relaxation time of samples

such as the tissue allows minimizing q!
��� ��� while increasing D to

compensate for the lost velocity sensitivity.
Eddy currents generated in the magnet bore and mechanical

resonance of gradient coils cause errors in flow-encoding gradient
time integrals, which result in a linear phase error (/e) across the
imaging field of view which could be misinterpreted as true veloc-
ity [18]. The resulting error in measured velocity, ve, is given by,

ve ¼ venc
/e

p

� �
ð7Þ
2.2. Pulse sequence design

The stimulated echo phase contrast MRI pulse sequence with
flow compensated imaging gradients is shown in Fig. 1. Coherence
image artifacts due to free induction decay (FID) from the third RF
pulse were eliminated using slice crusher gradients and/or 2-step
phase cycling of the second and third RF pulses (u ¼ �y with the
receiver phase kept at þx). Phase cycling helps reduce diffusion
weighting caused by the crusher gradients and hence increases
the velocity sensitivity. Phase encode and read dephase gradients
were placed before the flow-encoding gradient to minimize image
misalignment across the flow acquisitions due to varying eddy cur-
rents generated with flow-encoding gradient polarity switching.

Flow compensation was performed for imaging gradients to
improve SNR by rephasing flow dependent phase dispersion
induced by these gradients. The phase-encode and read dephase
gradients were split into two gradient lobes of opposite polarity
with identical duration, T, as shown in Fig. 1. The amplitudes of
the split gradient lobes were adjusted such that their zeroth
moment satisfied the Nyquist criterion to encode space while their
first moment, including the readout gradient, became zero at the
echo time for flow compensation resulting in the following,

Gpe
þ ¼ M0

3Tþ 2te
2 T2

� �
; Gpe

� ¼ M0
Tþ 2te
2 T2

� �
ð8Þ
Fig. 1. Flow compensated stimulated echo phase contrast MRI pulse sequence with flow e
balancing time. (For interpretation of the references to color in this figure legend, the re
Grd
þ ¼ Gro

te
T

� �
; Grd

� ¼ Gro
te þ T

T

� �
ð9Þ

where Gpe
þ=�;G

rd
þ=� are the amplitudes for the positive/negative phase

encoding and read dephase gradient lobes respectively, M0 is the
zeroth moment of the phase encode gradient to be satisfied, te is
the time between the end of the second gradient lobe and echo,
and Gro is the amplitude of the readout gradient to be satisfied.

The effect of magnetic fields persisting after the end of the flow-
encoding gradient pulse, due to eddy currents and mechanical res-
onance, was reduced by using the following time symmetry in the
pulse sequence. Position dependent phase accumulated by the
spins due to persisting magnetic fields, generated from the flow-
encoding gradient pulse in the first TE/2 interval, was refocused
at the echo time in the second TE/2 interval by equalizing the time
interval, s, between the second flow-encoding gradient pulse and
readout/slice select gradient. The phase cancellation requires that
the persisting field from each flow-encoding gradient decay before
the next flow-encoding gradient pulse is applied (i.e. D is much
longer than the time constants associated with the decaying fields),
and the gradient echo formed under the STE for imaging is unaf-
fected by the flow-encoding gradient. The use of STE allowed long
D, sufficient for the persisting fields generated by the first flow-
encoding gradient to decay. Gradient echo shifting from persisting
fields with short time constants was alleviated by adjusting s
between the flow and readout/slice select gradients, while the
effect of longer time constants was removed through post-
processing by estimating the linear phase error in a static phantom
and applying it on the whole image. Given these errors scale with
venc (Eq. (7)), they are very small compared to traditional PC-MRI
techniques which typically have venc several orders of magnitude
higher than the present method [17].

2.3. Flow phantoms

2.3.1. Pipe flow
A syringe pump (Model 33, Harvard Apparatus, Holliston, MA)

with a 10 mL syringe (BD, Franklin Lakes, NJ) attached to a silicone
rubber tubing (ID = 6.35 mm, OD = 12.7 mm, length = 25 ft,
McMaster-Carr, Douglasville, GA) was used to pump deionized
(DI) water at a constant flow rate of 2 and 10 lL/min during MR
imaging. The infusion pump was calibrated outside the magnet
by weighing the infusate delivered at the set flow rate of 10 lL/
min which resulted in errors less than 15%.

Both the ends of the tubing were sealed using quick connect
plugs (Product # 5012K44, McMaster-Carr, Douglasville, GA) and
ncoding gradient shaded in blue. TE – echo time, TM – mixing time and s – gradient
ader is referred to the web version of this article.)
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heat shrink tubing, and opened for flow using quick connect sock-
ets (Product # 5012K44, McMaster-Carr, Douglasville, GA). Evans-
blue dye (MP Biomedicals, LLC, Solon, OH) was added to the DI
water to monitor bubbles in the line. Water filled silicone tubing
was passed through two holes in a custom 3D printed solid cylin-
der (see Fig. 2, Part (A)) to drain into a beaker placed outside the
magnet. Two additional holes were printed in the solid cylinder
to hold two 5 mm NMR tubes (Wilmad-LabGlass, Vineland, NJ)
filled with 0.6% hydrogel (Trevigel 500, Trevigen. Inc, Gaithersburg,
MD) to suppress bulk water motion and monitor and correct posi-
tion dependent background phase errors if any. Those holes were
placed at the edges of the phantom where the linear phase errors
are the largest for maximum sensitivity. Apart from damping bulk
water motion, 0.6% hydrogel was chosen since its T1 relaxation
time at 4.7 T (�2175 ms) and diffusivity (�1.9 � 10�3 mm2/s) is
similar to that of water [27]. This resulted in uniform flow sensitiv-
ity across the field of view which is dependent on the sample T1
relaxation time and diffusivity assuming TE� T2. Assuming the
spins fully recovered before each shot (i.e. TR� TM + T1), lower
MR signal from a sample with a shorter T1 and larger diffusivity
results in a reduced flow sensitivity and vice versa.

The imposed velocity, v , along the long axis of the silicone tubes
oriented at a polar angle, h, and azimuthal angle, U, with respect to
the imaging gradient axes was decomposed into the following
Cartesian components measured in the flow scan,

vx ¼ v sin h cosU vy ¼ v sin h sinU vz ¼ v cos h ð10Þ
Fig. 2. Experimental setup of pipe flow measurement along with orientation
information. (A) 3D rendering of the flow phantom used to hold the silicone tubing
marked by blue and red arrows signifying the flow direction, and hydrogel tube
marked by the smaller holes adjacent to it, (B) Polar and (C) azimuthal orientation
map calculated using the OrientationJ plugin [32] in Fiji software [33] based on
sagittal and coronal MIPs of 3D FLASH images of sample respectively, (D) Color map
used to display orientation, Probability histogram of (E) polar and (F) azimuthal
angles overlaid with the normal distribution fit ([lh , rh] = [�0.5�, 1.5�], [l/ , r/] =
[0.5�, 1.32�]). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
Peak velocity, vp, in a tube of cross-sectional area, A, with an
imposed volumetric flow rate, Q, is given by [28],

vp ¼ 2Q
A

ð11Þ

The dimensionless Reynolds number, Re, which helps predict
the nature of pipe flow (laminar for Re < 2000 else transition into
turbulence [28]) is given by,

Re ¼ vpd
m

ð12Þ

where d is the diameter of the tube and m is the kinematic viscosity
of the fluid. Entrance length for laminar pipe flow, which is the dis-
tance at which flow becomes fully developed,

(i.e. parabolic velocity profile) is given by [28],

Le ¼ Red
30

ð13Þ
2.3.2. Natural convection
Natural convection induced by temperature gradients present

in the horizontal magnet bore was studied by imaging two 15 mL
cylindrical falcon tubes (BD, Franklin Lakes, NJ) filled with either
deionized water or 0.6% hydrogel, which served as a static phan-
tom. Tubes were inserted into two holes printed in custom 3D
printed solid cylinder which was placed inside the radiofrequency
(RF) coil. The dimensionless Rayleigh number, Ra, which character-
izes such buoyancy driven flows is given by the following relation
[29],

Ra ¼ gaDTR3

mj
ð14Þ

where g is acceleration due to gravity, a, m;j are the thermal expan-
sion coefficient, kinematic viscosity and thermal diffusivity of the
fluid, R is the radius of the tube and DT is the temperature differ-
ence between the fluid and its surroundings.

2.4. MR measurements

All MRI measures were collected on a 330 mm ID 4.7 T horizon-
tal bore magnet (Oxford Instruments, Abingdon, UK) with an RRI
BFG-200/115-S14 gradient set (Resonance Research, Billerica,
MA) connected to an Agilent VNMRS imaging console controlled
by VnmrJ3.1A software (Agilent Technologies, Santa Clara, CA).
RF was transmitted and received using 38 mm inner diameter
quadrature birdcage coil (Varian, Inc, Palo Alto, CA).

2.4.1. Pipe flow
The sample T1 was measured prior to flow imaging to deter-

mine the appropriate mixing time, D, for flow encoding. T1 mea-
surement was made using inversion recovery spectroscopy pulse
sequence with the following inversion times, TI = 312.5, 625,
1250, 2500, 5000, 10,000 ms. Orientation of the silicone tubes with
respect to the Cartesian imaging axes of the flow scan was deter-
mined a priori using a 375 lm isotropic sagittal 3D gradient echo
imaging (i.e. fast low angle shot, FLASH) of the sample acquired
with TR/TE = 50/1.7 ms, flip angle = 45� and field of view (FOV)
= 72 mm � 36 mm � 36 mm.

Flow imagingdatawas acquired for two8 mmthickaxial slices in
the center straight section of the tubeswith FOV = 32 mm � 32 mm,
matrix size = 96 � 96, TR/TE = 4500/28 ms, NEX = 2, half-sine
shaped flow encoding gradient with d = 0.5 ms of strength =
120 mT/m to minimize eddy currents (i.e. by slow sinusoidal ramp-
ing the gradients) and D = 2000 ms resulting in a venc 	 38 lm/s.
Delay time, s, between flow and imaging gradients was set to 2 ms
in order for the short eddy current time constants to decay before
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readout. The sequence was repeated for two different flow rates
(Q = 2 and 10 lL/min). Prior to starting the pump, the sample was
allowed to sit inside the magnet bore for approximately 5.5 h in
order for the natural convection flows to settle down.
2.4.2. Natural convection
Flow imaging data for the natural convection sample was

acquired for a single 8 mm thick axial slice with a FOV = 32 mm
� 16 mm, matrix size = 128 � 64, NEX = 2, TR/TE = 3000/28 ms, a
half-sine shaped flow encoding gradient with d = 0.5 ms of
strength = 120 mT/m, and s = 2 ms. Decay of natural convection
as the sample was reaching thermal equilibrium with the magnet
bore was studied by repeating the flow imaging sequence every
30 min over a period of three hours. Mixing time, D, for the first
1.5 h was set to 500 ms (venc 	150 lm/s) to reduce phase aliasing
from faster flows in the beginning and increased to 1500 ms for the
next 1.5 h to achieve greater sensitivity (venc 	 50 lm/s) for slower
flows present at later times.
2.5. Data processing

Velocities were computed by dividing the complex MR image
according to Eq. (3) using an in-house software written in IDL pro-
gramming language (Harris Geospatial Solutions, Broomfield, Col-
orado). Phase unwrapping was performed on the individual
components of velocity if necessary using the algorithm outlined
in [30]. Phase error due to gradient echo shifting during readout
or shorter mixing times was removed through post-processing by
fitting the error to a linear function using the least squares routine,
curvefit, in IDL. The error was measured in a region of interest (ROI)
encompassing the static phantom and subtracted from the mea-
sured velocity map. The obtained velocity was visualized in 3D
Fig. 3. PC-MRI measurement of water flow through pipes using stimulated echo. Two la
serve as static control. (Top row) X, Y, Z components and (Bottom left) magnitude of vel
long axis of the tube. (Bottom right) Plots of Z-velocity obtained at two different flow r
using vector plots generated with open source Paraview software
[31].

In the pipe flow experiment, the orientation of tubes in the pipe
flow experiment with respect to the imaging reference frame were
calculated to compare the measured velocities with the values pre-
dicted based on the imposed flow rate and pipe cross-sectional
area using Eqs. (10) and (11). The analysis was performed by
applying the OrientationJ plugin [32] in Fiji software [33] on the
sagittal and coronal maximum intensity projections (MIPs) of 3D
FLASH images of sample to calculate the polar and azimuthal ori-
entation of the tubes respectively.

Accuracy of the flowmeasurement was evaluated by comparing
the volumetric flow rate, Q, for pipe flow along the long axis (i.e. a)
of the tube with the value set in the pump where Q is defined by
the following relation,

Q ¼
Z Z

va dx dy ð15Þ
3. Results

The average T1 relaxation time of the pipe-flow sample mea-
sured using an inversion recovery pulse sequence is approximately
2800 ms. Results of the tube orientation analysis for the pipe flow
phantom are shown in Fig. 2. Orientation maps of both sagittal
(Fig. 2B) and coronal (Fig. 2C) 2D MIP images show the long axis
of the tube is parallel to the imaging axes. The colormap for orien-
tation angle is shown in Fig. 2D where each ray in the semicircle is
colored based on the angle it subtends with the horizontal. Appar-
ent bending of the tube at the edges of the imaging field of view
could be due to gradient non-linearity which is specified to vary
by ±20% within a 80 mm diameter spherical volume for the gradi-
ent coil used in this study. Changing orientation in a few voxels in
rge tubes in the images contain water, and smaller tubes contain 0.6% hydrogel to
ocity obtained with the imposed flow rate equal to 10 lL/min (Re 	 0.05) along the
ates (2 and 10 lL/min) along the black midline shown in the Z-velocity map.



Fig. 4. 3D vector plots of water flow through the pipe at 10 lL/min (Re 	 0.05)
along with 0.6% hydrogel. Vectors are colored based on the Z-component of the
velocity. Green arrows at the edges are due to the spurious velocities observed at
the boundary. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Table 2
Comparing the MR measured flow rate along the long axis of the tube over a region of
interest encompassing the silicone tube with the flow rate set on the pump for pipe
flow experiments.

Experiment
#

Set flow rate
(lL/min)

Measured inflow
rate (lL/min)

Measured outflow
rate (lL/min)

1 10 +10.99 �10.91
2 2 +1.94 �2.01
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the middle of the tube is due to signal pileup artifacts resulting
from magnetic susceptibility changes caused by bubbles present
within the sample. Histogram analysis of the MIP images shows
that the mean polar (Fig. 2E) and azimuthal (Fig. 2F) angle are
�0:5
 and þ0:5
 with a standard deviation of 1:5
and �1:32
,
respectively. From Eq. (10), flow is expected to be one-
dimensional along the long axis of the silicone tube (i.e. z-axis)
since the maximum transverse velocity component (i.e. vx;vy) for
the faster 10 lL/min is expected to be less than 0.1 lm/s, which
is below the sensitivity of the flow imaging scan.

Background phase offset is observed in the static phantom in
the read velocity component (i.e. vx) with a slope and intercept
approximately equal to �0.01 rad/mm and 0.2 rad respectively,
with goodness of fit measure, r2, approximately equal to 0.7. This
translates to offsets in velocity equal to 2.45 ± 2 lm/s across a
32 mm FOV which is subtracted from the measured velocity. Rey-
nolds number for the flow is approximately 0.01, 0.05 and entrance
length is 2, 10 lm for Q = 2, 10 lL/min respectively, effectively ren-
dering the flow laminar and fully developed in the imaging field of
view for both the flow rates. The three velocity components
obtained with an imposed flow rate of 10 lL/min for one imaging
slice is shown in Fig. 3. Measured flow is one dimensional as
expected along the long axis of the tube (i.e. z-velocity), and in
equal and opposite directions corresponding to incoming and out-
going water flow. The error in the velocity, given by the z-velocity
standard deviation measured over a ROI drawn in the static hydro-
gel, is approximately equal to 0.2 lm/s. Line plots of z-velocity
along the mid-line intersecting the tubes in Fig. 3 shows parabolic
velocity profiles with peak velocities matching with the predicted
values for both imposed flow rates. 3D velocity vectors for both the
slices for flow at Q = 10 lL/min, shown in Fig. 4, exhibit a parabo-
loid velocity profile. Three-dimensional animation of flow vector
field is provided in the Supplementary movie S1. Volumetric flow
rates, calculated by integrating the z-velocity over a ROI encom-
passing the entire cross-sectional area of the water filled tube,
along with the values set in the pump are reported in Table 2.
Errors in measured flow rate from the set value are less than 10%.
Supplementary movie S1. 3D animation of the flow vector field of water flow through th
on the Z-component of the velocity. Green arrows at the edges are due to the spurious
Background phase error in the natural convection phantom is
not apparent in its measured velocity map likely due to reduced
sensitivity since the static phantom did not span the entire FOV.
Rayleigh number for natural convection at the beginning of the
experiment was approximately 6000 given the sample tempera-
e pipe at 10 lL/min (Re 	 0.05) along with 0.6% hydrogel. Vectors are colored based
velocities observed at the boundary.
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ture was 23 �C before it was placed in the magnet bore at 17 �C,
both of which were measured using a thermometer. Velocity com-
ponents obtained for natural convection in a water filled cylinder
beside a 0.6% hydrogel, approximately 45 min after placement in
the magnet bore, are shown in Fig. 5. Measured velocities show a
primary circulation along the long axis of the cylinder (i.e. z-axis)
with weaker secondary flows in the x – y plane. Plots of axial veloc-
ity along the vertical mid-line in Fig. 5 show an S-shaped velocity
profile whose peak has reduced with time. 3D velocity vectors for
the measured flow are shown in Fig. 6 at approximately 45 min
after the sample placement in the magnet. Three-dimensional ani-
mation of flow vector field is provided in the Supplementary movie
S2. The vector plot shows a 3D asymmetric vortex close to the wall
of the tube. Consecutive flowmeasurements show that the velocity
pattern is maintained but decayed in magnitude as time pro-
gresses. A plot of the velocity magnitude over time, averaged over
an ROI in the water filled tube, (Fig. 5) shows that the speed decays
exponentially with a time constant approximately equal to 2 h.
Supplementary movie S2. 3D animation of natural convection inside a horizontal
cylindrical tube filled with water at approximately 45 min after the sample was
placed in the magnet bore. Vectors are colored based on the velocity magnitude.
Spurious velocities averaging approximately 10 lm/s in magni-
tude are detected along the edges of static and flowing tubes in
both pipe flow and natural convection experiments. Velocity is
normal to the wall and inward, appearing to contract the tube.
Since the velocity normal to an impermeable static wall should
be zero [28], this displacement is likely unrelated to flow. Given
the effective velocity, veff , measured includes contribution from
sample acceleration, a, (i.e. veff 	 v þ aD for D � d), the observed
boundary effect might have resulted from acceleration of the tube
wall from sample vibration with gradient switching.
4. Discussion

A new PC-MRI method with stimulated echo preparation was
developed to measure creeping flows non-invasively in optically
opaque media such as a biological tissue. Effect of diffusion weight-
ing which randomizes the phase was minimized using a stimulated
echo preparation while the phase errors arising from gradient
imperfections was reduced by placing a time symmetry in the
pulse sequence. The method was capable of measuring flows as
slow as 1 lm/s with potential in vivo applications in the brain
and other organs.
4.1. Pipe flow

Results from pipe flow measurement agreed with known phys-
ical principles. The axial velocity profile was parabolic as expected
with errors in flow rate less than 10%. Sources of this error include
noise in the flow measurement, fluctuations in pump output, and
inaccuracies in the measured syringe diameter used by the pump
to set the target flow rate. The MR measured flow rate was com-
pared with the set flow rate which might be different from the
actual despite the calibration performed outside the magnet. Direct
measurement of output flow rate during imaging for example by
weighing the delivered infusate is challenging for very slow flow
rates because fluid may evaporate before sufficient mass can be
obtained above the sensitivity of the scale. Alternative techniques
such as using a rotameter attached at the output could be
employed in future for accurate flow rate measurement. The effect
of tube curvature outside the imaging field of view could be
neglected given the entrance length for the flow was very small
as evidenced by the absence of transverse Dean vortices in the
obtained velocity map.
4.2. Natural convection

Sample convection in liquids NMR is a known phenomenon
especially with variable temperature (VT) probes in vertical bore
magnets, where temperature regulated air flow from the bottom
is used to maintain the sample temperature [10,34]. The nature
of the fluid flows induced within the sample depend on the relative
orientation between the sample temperature gradient and gravity
vectors [28]. Fluid remains stationary when the temperature gradi-
ent is antiparallel to gravity, Rayleigh-Bénard (RB) convection cells
are generated when the temperature gradient is parallel to gravity
while Hadley cells are generated when the temperature gradient
and gravity are not parallel [35]. RB convection cells begins to
appear when the dimensionless Rayleigh number, Ra, reaches
above a critical value, Rac, that depends on the sample geometry
and wall boundary conditions [36,37]. Hadley convection cells
however do not depend on any critical dimensionless number to
appear and are almost always present in liquids NMR [35]. Such
flows appear as a vortex which is proportional to the vector cross
product of gravity and temperature gradient vectors as shown by
the vorticity transport equation obtained by taking a curl of the
governing Navier-Stokes equation for fluid motion [28].

To the best of our knowledge, this maybe the first report of the
presence of sample convection in non-VT probes without exoge-
nous heat sources. We posit it to occur from the differential heat-
ing of the gradient coils [38] or asymmetric sample geometry
promoting heterogeneous heat transfer. Stronger axial flows (i.e.
vorticity along +x̂ using the right-hand rule) obtained in this study
with gravity along �ŷ indicate temperature gradients in þẑ along
the bore length of the magnet based on vorticity relation described
above (i.e. Hadley convection). The asymmetry in the vortex could
be due to heterogeneity in the axial temperature gradient, since
our magnet is enclosed at one end and has a door at the other
end. The obtained velocity profile matched with experimental
and computational studies of natural convection in horizontal
cylinders with a small aspect ratio as in this study. Schiroky and
Rosenberger reported results from laser Doppler anemometry
experiments for natural convection in gases confined within a hor-
izontal cylinder (aspect ratio = 0.1) at various Rayleigh numbers
(74 < Ra < 1.3 �106) obtained by adjusting gas pressure and com-
position at a fixed axial temperature gradient [29]. They reported



Fig. 5. PC-MRI measurement of natural convection occurring inside a horizontal cylindrical tube filled with water using stimulated echo at Ra 	 6000. Another tube filled
with 0.6% hydrogel was placed adjacent to the water filled tube to serve as a static control. (Top row) X, Y, Z components of velocity obtained approximately 45 min after the
sample was placed in the bore of the magnet. (Bottom left) Line plot of the axial (z) velocity along the black midline shown in z-velocity map for various time points, and
(Bottom right) plot of the velocity magnitude averaged over the region of interest drawn in the water filled tube (both shown in z-velocity map) over time fit to an
exponentially decaying function.

Fig. 6. 3D vector plots of natural convection inside a horizontal cylindrical tube
filled with water at approximately 45 min after the sample was placed in the
magnet bore. A tube filled with 0.6% hydrogel was placed on the side to serve as a
static control. Vectors are colored based on the velocity magnitude.
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an S-shaped axial velocity profile along the vertical mid-plane
which reduced in amplitude with decreasing Rayleigh number
similar to what was observed in this study with time (i.e.
temperature difference between fluid and ambient reduces over
time and hence the Rayleigh number reduces over time). A 3D
computational fluid dynamics study by Smutek et al. solving the
Navier-Stokes and energy equations with Boussinesq approxima-
tion for cylindrical geometry (aspect ratio = 0.1) and a linear axial
temperature gradient also showed a similar velocity profile for
74 < Ra < 18,700 [39]. They also predicted very weak secondary
azimuthal flow as observed in this study.

4.3. Feasibility for in vivo flows

Measuring creeping flows in vivo require unique considerations
depending on the tissue of interest. In this section, a few consider-
ations for measuring slow flows in the brain are discussed. First,
background phase errors in velocity images could be introduced
by the changing homogeneity of static B0 field with respiratory
cycle, especially at longer echo times and/or higher B0-field
strengths. DeMoortele et al. reported the homogeneity of the
B0-field with humans at 7 T changes during breathing due to the
changing geometry of paramagnetic air compartment in the lung
which has a different magnetic susceptibility, vv , than the diamag-
netic tissue (vair

v 	 þ0:36 ppm, vtissue
v 	 �9.06 ppm) [40]. Secondly,

it is known the brain parenchyma moves coherently throughout
the cardiac cycle with peak velocities during systole up to
1.5 mm/s observed in human brain [41–43]. This motion could lead
to errors in the measured velocity due to acceleration which is
assumed to be zero. Thirdly, volume fraction of flowing spins in a
given voxel in the brain tissue is small (blood is 10%, CSF is 10%
and interstitial fluid is 12% [44]) necessitating very high spatial
and velocity sensitivity to capture flows in the medium. Finally,
high velocity sensitivity requires longer mixing times, which is
possible given the long T1-relaxation time of brain tissue, but it
also increases the minimum repetition time (TR) per slice thus
prolonging the acquisition time period.

The developed flow imaging pulse sequence has very high
velocity sensitivity potentially capable of resolving creeping flows
present in the brain. Further improvements in flow sensitivity is
possible using ultra-high-field magnets as they provide greater
SNR and allow longer mixing time due to the observed increase
in the brain tissue T1 relaxation time with field strength [45]. Spa-
tial sensitivity could be relaxed by imaging the velocity distribu-
tion within each voxel instead of the mean velocity by repeating
the flow acquisition at multiple values of venc using the Fourier
velocity encoding [25,46]. Effect of changing B0-field and brain
motion could be minimized by gating the pulse sequence to both
cardiac and respiratory cycles such as in 4D flow MRI sequences
[17]. The first TE/2 interval could be fit within one cardiac cycle
with the last interval placed at the same location in a later cycle
depending on the duration of the mixing time. The whole segment
could then be placed in one respiratory cycle which is typically
much longer than the cardiac cycle. Acquisition time could be
reduced by acquiring multiple slices simultaneously (SMS) using
multi-band RF excitation [47] and/or using an echo planar readout
(EPI). Real-time measurement of CSF flowwith cardiac and respira-
tory cycle has been recently reported in standard phase contrast
flow MRI with SMS-EPI in humans [48].
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4.4. Limitations

The accuracy of the developed method relies on properly
designed gradient coils with fields that decay quickly after the gra-
dient pulse. Presence of longer time constants might require mix-
ing times much longer than T1 of the sample and cause greater
gradient echo shifts during readout which amplify background
phase errors in the flow measurement. The developed method also
has an in-built slice velocity filter due to the time of flight (TOF)
effect observed with spin echo imaging [49]. Flowing spins should
remain within the imaged slice while the three slice-selective RF
pulses are applied in order to form a stimulated echo. Thus, spins
flowing with a slice velocity greater than Dz

TEþTM, where Dz is the slice
thickness, will not generate a signal during acquisition time and
hence appear with zero velocity. TOF effect has been observed pre-
viously with stimulated echoes where it was used to measure flow
indirectly [50]. Finally, in vivo measurements spanning multiple
cardiac cycles require steady heart rate and respiration otherwise
a complex acquisition triggering mechanism is needed to ensure
the first and last TE/2 intervals fall within the same location in
the cardiac cycle. Despite these limitations, the presented method
is a viable candidate for investigating creeping flows in various tis-
sues in vivo.
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Appendix A. Simplification of flow induced phase change due to
bipolar gradient

A typical 1D bipolar flow encoding gradient, Gflow tð Þ, is given
by,

Gflow tð Þ ¼

g tð Þ 0 6 t 6 d

0 d 6 t 6 D

�g t � Dð Þ D 6 t 6 Dþ d

8>>><
>>>:

ðA1Þ

The phase, /, induced by spins steadily flowing with velocity, v ,
along the direction of this flow-encoding gradient is given by,

/ ¼ �cv
Z Dþd

0
tGflow tð Þdt ðA2Þ

¼ �cv
Z d

0
tg tð Þdt|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
I1

�
Z Dþd

D
tg t � Dð Þdt|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I2

2
6664

3
7775 ðA3Þ

Changing variable in I2 with t0 ¼ t � D results in
I2 ¼
Z d

0
t0 þ Dð Þg t0ð Þdt0 ðA4Þ
¼
Z d

0
t0g t0ð Þdt0 þ D

Z d

0
g t0ð Þdt0 ðA5Þ

Substituting Eq. (A5) into Eq. (A3),

/ ¼ �cv I1 � I2½ � ¼ vqD ðA6Þ

where,

q ¼ c
Z d

0
g tð Þdt ðA7Þ
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