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We investigate the low-temperature magnetic properties of the molecule-based chiral spin chain
½CuðpymÞðH2OÞ4�SiF6 · H2O (pym ¼ pyrimidine). Electron-spin resonance, magnetometry and heat
capacity measurements reveal the presence of staggered g tensors, a rich low-temperature excitation
spectrum, a staggered susceptibility, and a spin gap that opens on the application of a magnetic field. These
phenomena are reminiscent of those previously observed in nonchiral staggered chains, which are
explicable within the sine-Gordon quantum-field theory. In the present case, however, although the sine-
Gordon model accounts well for the form of the temperature dependence of the heat capacity, the size of the
gap and its measured linear field dependence do not fit with the sine-Gordon theory as it stands. We propose
that the differences arise due to additional terms in the Hamiltonian resulting from the chiral structure of
½CuðpymÞðH2OÞ4�SiF6 · H2O, particularly a uniform Dzyaloshinskii-Moriya coupling and a fourfold
periodic staggered field.
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Quantum phase transitions can be driven between
gapped and gapless phases by an applied magnetic field.
This was demonstrated in S ¼ 1 quasi-one-dimensional
(Q1D) chains [1] and S ¼ 1=2 two-leg ladders [2–4]. These
systems possess a spin gap that is closed by an external
field, leading to a transition to a gapless phase which can be
described by the Tomonaga-Luttinger liquid (TLL) theory
[5]. In contrast, the excitation spectrum of S ¼ 1=2 anti-
ferromagnetic (AF) Heisenberg chains with uniform near-
est-neighbor interactions is gapless up to the saturation
field. However, this ground state is highly sensitive to small
modifications. The dramatic effect of alternating local spin
environments was first discovered through high-field neu-
tron scattering and heat capacity experiments on the S ¼
1=2 AF staggered chain, Cu-benzoate ½CuðC6D5COOÞ2 ·
3D2O� [6]. Here, the presence of alternating g tensors as
well as Dzyaloshinskii-Moriya (DM) interactions produce
an internal staggered field perpendicular to the external
field. The staggered field breaks rotational symmetry
around the applied field, leading to a field-induced spin
gap and anisotropic staggered susceptibility [7,8]. This
gapped phase can be described using the sine-Gordon (SG)
quantum-field theory [8] and a complex excitation spec-
trum is predicted including solitons, antisolitons, and
soliton-antisoliton bound states called breathers [8–10].
Such excitations were experimentally confirmed by

electron spin resonance (ESR) in the SG spin chain
½pym-CuðNO3Þ2ðH2OÞ2� (pym ¼ pyrimidine) [11,12]. So
far these studies have been limited to g tensors that alternate
with a twofold periodicity along the chain.
In this Letter, we report a detailed investigation of

the chiral chain ½CuðpymÞðH2OÞ4�SiF6 · H2O, in which
adjacent Cu(II) environments are related by 41 screw
symmetry [13]. At zero field, the magnetism of
½CuðpymÞðH2OÞ4�SiF6 · H2O is well described by an S ¼
1=2 chain model and no long-range order is detected above
0.02 K, as evidenced by muon-spin relaxation measure-
ments [14]. Single-crystal ESR shows the presence of
staggered g tensors, anisotropic staggered susceptibility,
and a rich low-temperature excitation spectrum. However,
the low-temperature field-induced excitation gap observed
in heat capacity is significantly suppressed compared to
that of a traditional nonchiral staggered chain, and has an
unexpected linear field dependence. We propose this is
due to additional interactions arising from the fourfold
periodic chiral structure. This study showcases how the
ground state of a Q1D AF chain is modified when
competing interactions are introduced and poses a chal-
lenge to theorists to develop new models to fully account
for the data.
½CuðpymÞðH2OÞ4�SiF6 · H2O crystallizes in chiral space

group P41212 [13]. Cu(II) ions are linked in chains by
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N─C─N moieties of pyrimidine, which propagate the
intrachain exchange interactions (Fig. 1). The Cu co-
ordination is a distorted octahedron consisting of CuN2O2

equatorial planes [Cu─N 2.009(4) and 2.000(4) Å, Cu─O
2.043(3) and 2.091(3) Å], and two O atoms in the axial
positions [Cu─O 2.197(3) and 2.227(4) Å] [13] consistent
with a Jahn-Teller elongation along this direction [27]. In this
local symmetry, gk > g⊥, where gk is the g factor along
the axial direction. Local environments of nearest-neighbor
Cu ions within a chain, and hence their local g tensors, are

related by a 90° rotation about the c axis. Interchain sites are
occupied by H2O and SiF2−6 anions, leading to a minimum
interchain Cu─Cu distance of 7.480 Å.
Room temperature ESR measurements were performed

at 240 GHz employing a quasioptic setup [28] to probe the
g anisotropy. Representative spectra are shown in Fig. 2(a).
A single resonance due to the strong interaction between
Cu(II) ions is observed [11,29]. The measured g factor is an
average of the individual g tensors of the four magnetically
inequivalent Cu(II) sites. The strong coupling between
spins and the fourfold rotational symmetry ensure an
isotropic ESR angle dependence in the ab plane; hence
only two principal values, gmax ¼ 2.21 and gmin ¼ 2.10,
can be extrapolated from ESR data [Fig. 2(b)] and to obtain
the g values of the individual Cu(II) ions we must assume
tetragonal local symmetry. Strictly the equatorial ligand
pairs break this symmetry, but in other materials with
similar Cu(II) environments for which the full g tensor can
be determined, it was found that Δg⊥ ¼ gx − gy is an order
of magnitude smaller than Δg ¼ gk − g⊥ [30], mitigating
the tetragonal approximation. We note that relaxing this
assumption would have only a small effect on the size of
the staggered fields discussed later. The principal g values
of the individual Cu(II) ions are thus found to be gk ¼ 2.33
and g⊥ ¼ 2.09. These values are similar to those reported
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FIG. 1. Chain structure of ½CuðpymÞðH20Þ4�SiF6 · H2O.
H atoms and ½SiF6�2− counterions are omitted for clarity. The
unit cell houses four inequivalent Cu(II) ions. Staggered elon-
gated Cu─O bonds (green) correspond to the local gk axes.
Inset: View along c axis depicting fourfold rotation of the local
environment about the chain direction.

(f)

0 0.5 1 1.5 2 2.5 3
0

0.05

0.1

0.15

0.2

0

1

2

0 T 5 T 7 T
10 T 13 T

C
m

ag
/T

 (
JK

-2
/m

ol
)

s(
K

)

Magnetic Field (T)

Temperature (K)

0 5 10 15

0 30 60 90 120 150 180
Field Orientation (o)

4.0

1.5

3.5

3.0

2.5

2.0

s (
10

-8
 m

3 K
/m

ol
)

(e)

H c-axis

T (K)
1 10 1002

5

8

H c
H c//

E
SR

 S
ig

na
l (

ar
b.

 u
ni

t) 20 K 10 K
2.4 K4.0 K

1.9 K

(c)

(d)

Fr
eq

ue
nc

y 
(G

H
z)

140

120

100

80

60

40

20

0
0 3 6 9 12 15

Magnetic Field (T)

= 0.71
0.72

0.76
0.76

0.81
0.77

H c-axis

H c-axis

g

2.20

2.18

2.16

2.14

2.12

2.10

Field Orientation (o)
-90 120-60 -30 0 30 60 90

0

100

200

300

400

500

(b)

H
 (m

T
)

7.0 7.5 8.0 8.5 9.0
Magnetic Field (T)

E
SR

 S
ig

na
l (

dI
/d

H
, a

rb
. u

ni
t)(a)

H c-axis
H c-axis

FIG. 2. (a) Room temperature ESR spectra at 240 GHz. A DM interaction and spin diffusion could contribute to linewidth anisotropy
[14]. (b) Orientation dependence of Cu(II) g factor (□) and linewidth (∘) at 300 K. The line is a fit to gðθÞ ¼ ðg2mincos

2θ þ g2maxsin2θÞ1=2.
(c),(d) ESR data with field⊥c. (c) Temperature dependence of ESR spectra at 73 GHz. (d) Frequency versus field (H) plot showing ESR
peaks observed at 1.9 K using the labeling scheme in (c). Solid lines are fits to f ¼ AHα with α values shown. Dashed line is the
paramagnetic resonance with g ¼ 2. (e) Inset: Representative χ vs T data with H ¼ 0.2 T. Solid line is the model χðTÞ ¼ χ1DðTÞ þ
χs=T described in the text. Main panel: Angular variation of χs. The line is a fit to a cos2 dependence. (f) Temperature dependence of the
magnetic contribution to heat capacity at different H⊥c. Lines are fits to a gapped model. Inset shows resulting field dependence of the
gap (squares, size corresponds to largest y-axis error), a linear fit to the data (black line), the best fit to SG model (blue dotted line), and
gap size predicted by SG model from experimental g2s value (solid blue line).
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for Cu(II) ions in closely related local environments
[11,30]. In the xyz laboratory frame [14] the g tensor of
the ith Cu(II) ion in a unit cell can be separated into three
components:

gi ¼ gu þ g2s þ g4s

¼

0
B@

2.21 0 0

0 2.21 0

0 0 2.10

1
CAþ 0.12

0
B@

0 ð−1Þi 0

ð−1Þi 0 0

0 0 0

1
CA

þ 0.026

0
B@

0 0 ð−1Þiδi
0 0 δi

ð−1Þiδi δi 0

1
CA ð1Þ

where δi ¼ −1;þ1;þ1, and −1, respectively, for i ¼ 1, 2,
3, and 4 (see Fig. 1). gu corresponds to the uniform part of
the g tensor, while g2s is a small staggered component
which repeats after every two nearest neighbor Cu(II) ions.
g4s, which we believe is so far unique to this material, is a
much weaker staggered part with a fourfold period along
the chain, i.e., the same periodicity as the unit cell. g2s is
similar in form and size to that seen in Cu-benzoate and
½pym-CuðNO3Þ2ðH2OÞ2� [7,8,11]. When a field H is
applied perpendicular to the chain, g2s will generate a
staggered field that can open an excitation gap in the low-
temperature spectrum.
Further variable frequency or temperature ESR mea-

surements were performed in a broadband spectrometer.
The temperature dependence of the spectra below 20 K are
shown in Fig. 2(c). Upon cooling, the resonance shifts to
lower field and eventually splits into two as indicated by
arrows [14]. Below 3 K, a series of resonances (marked by
squares) quickly emerge at high field (above g ¼ 2) with
intensities that increase rapidly with lowering temperature,
confirming the ground state nature of these excitations. The
temperature and frequency [Fig. 2(d)] evolution of the lines
cannot be explained by paramagnetic resonances of tran-
sition metals [31] or conventional antiferromagnetic reso-
nances. In fact, the data are reminiscent of excitations
observed in ½pym-CuðNO3Þ2ðH2OÞ2�, where three branches
were identified as breather modes of the SG model, along
with six other modes more difficult to classify [12].
However, we find that the frequency-field dependence of
our resonances cannot be modeled by the breather gaps
proposed for SG chains [10,12,14].
Another important predicted feature due to staggered g

tensors is the existence of a low-temperature staggered
susceptibility. Representative single-crystal susceptibility
(χ) measurements performed down to 1.8 K are shown in
the inset to Fig. 2(e). Above 10 K, the susceptibility can be
well modeled as a uniform Heisenberg S ¼ 1=2 chain [32]
with AF exchange J ¼ 42.3� 0.8 K. This energy is con-
sistent with the saturation field (≈65 T) observed in pulsed
magnetic fields [14]. The value of J and lack of long-range

order above 20 mK in zero field imply an upper limit of
7 mK on the size of the interchain coupling [33]. Below
10 K, an upturn in χðTÞ emerges which can be described by
an additional contribution proportional to 1=T and the
entire temperature range can be fitted to χðTÞ ¼ χ1DðTÞ þ
χs=T where χ1DðTÞ is the Heisenberg chain contribution.
The staggered susceptibility χs exhibits a pronounced
angular dependence with its maximum value occurring
when H is applied perpendicular to the chain. The strong
anisotropy of χs confirms it is not due to paramagnetic
impurities. Similar variation of χs is observed in Cu-
benzoate [34] and ½pym-CuðNO3Þ2ðH2OÞ2� [11] and iden-
tified as an intrinsic property related to the staggered
field [35].
Figure 2(f) shows the magnetic contribution (Cmag) to

heat capacity for a deuterated sample of ½CuðpymÞ
ðH2OÞ4�SiF6 · H2O down to 100 mK. A C ∼ T−2 low-
temperature tail is subtracted from the data (except the zero-
field data) to account for the nuclear contribution [14]. In
zero field above 0.5 K, the nearly constant value of Cmag=T
can be interpreted as the heat capacity of a uniform S ¼ 1=2
AF Heisenberg chain in the TLL state, where Cmag ¼
2RT=3J [36,37], giving J ¼ 41.9� 1.5 K in excellent
agreement with the magnetometry data.
The field-induced gap in ½CuðpymÞðH2OÞ4�SiF6 · H2O is

revealed by heat capacity measurements performed with
H⊥c. On warming from low temperatures, Cmag is first
suppressed below, and then rises above, the zero-field curve
before meeting it at high temperature. This behavior is
identical to that of the nonchiral staggered chains [6,11]
and indicates the emergence of an excitation gap that
increases with applied field. Given the similarities with the
nonchiral staggered chains, the expression for the temper-
ature dependence of Cmag derived from the SG model will
provide the best possible estimate of the gap in our system
at a particular magnetic field. However, fitting our data to
the SG model [38] yields a gap of Δs ¼ 1.98 K at 13 T,
significantly smaller than the expected value of 8.24 K,
calculated using g2s and J values obtained from ESR
and magnetometry. More importantly, the field evolution
of the gap exhibits Δs ∝ H [inset to Fig. 2(f)], which is
distinctly different from the expectation of the SG model,
where Δs ∝ H2=3 [7].
It is clear that ½CuðpymÞðH2OÞ4�SiF6 · H2O exhibits the

staggered g tensors, ground-state excitations and field-
induced spin gap similar to those seen in the SG chains.
However, the size of the gap and its linear field dependence
are inconsistent with theoretical predictions for a traditional
staggered system. We believe that we can qualitatively
account for the departures from the existing theories based
on differences between the chiral and nonchiral staggered
structures.
The staggered fields in the existing model of

Cu-benzoate are compared to our chiral chain in Fig. 3.
In both cases the chains lie along Z and the applied field
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H0kX. For Cu-benzoate, a canted spin configuration,
caused by competition between AF exchange and H0, is
stabilized in the XZ plane by the same twofold periodic
staggered fields h2skZ that are responsible for the gap [8].
In contrast in the chiral system, the measured g tensor
[Eq. (1)] gives rise to twofold staggered fields
perpendicular to both H0 and Z. Thus if the spins adopt
a canting in the XZ plane, the coupling to h2skY will be
lost. This would be a simple explanation for the observed
suppression of the field-induced gap, but requires an
additional interaction, not present in previously studied
staggered chains, that would favor XZ over XY canting.
The crystal symmetry of ½CuðpymÞðH2OÞ4�SiF6 · H2O
permits such an interaction in the form of an equal and
opposite DM interaction on nearest-neighbor chains. By
symmetry, the DM interaction of a given chain can be
decomposed into a uniform component parallel to the chain
axis of magnitude Du, and a fourfold periodic staggered
component perpendicular to the chain axis. Including the
uniform DM term and applying H0kX, the Hamiltonian
can be written as,

Ĥ ¼
X
i

JðŜXi ŜXiþ1 þ ŜYi Ŝ
Y
iþ1 þ λŜZi Ŝ

Z
iþ1Þ

þ
X
i

DuðŜXi ŜYiþ1 − ŜYi Ŝ
X
iþ1Þ þ

X
i

H0guŜ
X
i

þ
X
i

g2sH0Ŝ
Y
i þ

X
i

g4sH0Ŝ
Z
i ; ð2Þ

where J is the intrachain AF exchange, which can now
possess a small anisotropy (λ ≈ 1).
The classical model of an S ¼ 1=2 chain with uniform gu

and Du in a transverse H0 predicts an incommensurate-
commensurate transition at H0 ¼ πDuS, where the ground
state at high fields is an AF canted structure lying in the
XY or XZ plane for λ < 1 or λ > 1, respectively. Recent
quantum analyses of the same model show that XZ canting

is preferred for a substantial field range, even with a weak
easy-plane type exchange anisotropy (λ < 1) [39,40]. In our
case this would effectively mitigate the effect of the small
twofold staggered field along Y. At low magnetic fields, the
ground state of the model is an incommensurate helical XY
antiferromagnet with propagation vector along Z [39–41].
Averaged across the chain, this structure will also negate the
effect of the h2s term, which is commensurate, resulting in a
reduced gap. Furthermore, the quantum simulations show
that a tiny field component parallel to the chain, e.g., caused
by experimental sample misalignment, will stabilize the
gapless XY helical phase against a strong transverse field
[39], allowing the XY canted phase that couples strongly to
h2s to appear only in the presence of a considerable easy-
plane anisotropy. Hence, we expect the ground state to show
either an XY helix or XZ canting (or a mixture). In either
case, the coupling to h2s will be significantly weakened
compared to the staggered chains considered previously,
leading to suppression of the field-induced gap.
An interesting consequence of the chiral crystal structure

with XZ spin canting is that while h2s is perpendicular to
the spins, the weaker staggered fields h4s ¼ g4sH0 are
parallel to Z [Fig. 3(b)] and so contribute to the excitation
spectrum potentially producing a field-induced gap. To
explore this, we consider a spin-wave model of an S ¼ 1=2
Heisenberg chain in the XZ canted configuration with
mutually perpendicular uniform and staggered fields. As
noted earlier, in principle gx ≠ gy, meaning that h4s acting
on neighboring ions need not be identical. Nevertheless, the
space group symmetry of ½CuðpymÞðH2OÞ4�SiF6 · H2O
requires that (i) these staggered fields have a fourfold
repetition, and (ii) next-nearest neighbors within a chain,
which are related by a 180° rotation, must experience equal,
but opposite values. This is different to the staggered fields
that open the gap in Cu-benzoate, where h2s takes opposite
values on adjacent sites [Fig. 3(a)]. In both cases, the
exchange interaction ensures that the magnetic moment
along the chain is antiparallel for neighboring ions. The
first order spin-wave approximation suggests that the spin-
canting angle only depends on the external field H0 ≫ h4s
and the interaction J, specifically θi ¼ θ ¼ sin−1ðH0=4JSÞ
for all spins. Thus the classical energy contribution of the
fourfold staggered field is

E4s ¼ cos θðh4sS − h04sS − h4sSþ h04sSÞ ¼ 0; ð3Þ

where h4s and h04s are the staggered-field values on odd and
even sites, respectively. This complete cancellation implies
that to first order in the spin-wave approximation, the
fourfold staggered field in ½CuðpymÞðH2OÞ4�SiF6 · H2O
has no contribution to its energy spectrum, whereas in
Cu-benzoate the field-induced gap is readily seen in the first-
order perturbation [7]. Only when the analysis is extended to
second order by considering the corrections to the canting
angles θj due to h4s and h0

4s will a gap start to emerge [14].

Z

X

Z

X

(a)

(b)
Y

S
2n

S
2n+1

H
0

H
0

1 2 3 4

h4s h'S
1

S
2

S
3

S
4

D
u

h2s h2s h2s h2s

4s h'4sh4s

h2s h2s

FIG. 3. Classical spin configurations for the unit cell of
(a) Cu-benzoate and (b) ½CuðpymÞðH2OÞ4�SiF6 · H2O in applied
field H0kX axis. Z is the chain direction. Also shown are relative
directions of the twofold and fourfold staggered fields (h2s, h4s
and h04s), and uniform DM interaction (Du) allowed in
½CuðpymÞðH2OÞ4�SiF6 · H2O. The XZ canting in (b) would
minimize coupling between the spins and h2s.
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Summarizing, we propose the key differences between
the nature of the gap observed in chiral ½CuðpymÞ
ðH2OÞ4�SiF6 · H2O and the traditional staggered chains
reside in a low-temperature spin configuration that decou-
ples the system, fully or partially, from the twofold
staggered field, and is favored by the presence of a uniform
DM interaction. In the event of a mixture of XY, XZ, or
helical configurations, the effect of h2s on the excitation
spectrum is still important, but will be altered from existing
models. In addition, and particularly for the situation of
complete decoupling of the spins from h2s, the added
presence of the fourfold staggered field necessitates new
theoretical predictions for the size and field dependence
of the gap, as well as for the excitation modes seen in ESR.
We note it is possible that in applied field the XZ canted
phase itself could exhibit a gap in the absence of staggered
fields [42].
The purely XZ canting shown in Fig. 3(b) relies on the

uniform DM interaction being significantly stronger than
h2s. We expect Du ∝ ðΔg=gÞJ ≫ h2s for the experimental
field range, and the smooth linear evolution of the gap up to
13 T [inset to Fig. 2(f)] suggests no abrupt spin orientation
takes place; however the data do not permit an unambigu-
ous estimate of Du. We point out again that a staggered
DM interaction is allowed by the symmetry of
½CuðpymÞðH2OÞ4�SiF6 · H2O and must be considered in
any future theoretical model.
Our results demonstrate that spin chains in which local

magnetic environments are related via screw symmetry can
present a remarkable suppression of the field-induced SG
spin gap via emergence of uniform DM interactions and
complex staggered fields. This opens up the possibility of
searching for other materials where anisotropic interactions
and particular crystal symmetries conspire to enable
entirely novel magnetic states.
Data presented in this Letter resulting from the UK effort

will be made available at Ref. [43].
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Note added in the proof.—Recently we became aware of a
related system, the Ising chain BaCo2V2O8, which also
contains a four-fold screw [44].
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