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Abstract: Large separations between ground and excited
magnetic states in single-molecule magnets (SMMs) are de-

sirable to reduce the likelihood of spin reversal in the mole-
cules. Spin-phonon coupling is a process leading to magnet-
ic relaxation. Both the reversal and coupling, making SMMs

lose magnetic moments, are undesirable. However, direct
determination of large magnetic states separations

(>45 cm@1) is challenging, and few detailed investigations of
the spin-phonon coupling have been conducted. The mag-

netic separation in [Co(12-crown-4)2](I3)2(12-crown-4) (1) is

determined and its spin-phonon coupling is probed by in-
elastic neutron scattering (INS) and far-IR spectroscopy. INS,

using oriented single crystals, shows a magnetic transition at
49.4(1.0) cm@1. Far-IR reveals that the magnetic transition
and nearby phonons are coupled, a rarely observed phe-

nomenon, with spin-phonon coupling constants of 1.7–
2.5 cm@1. The current work spectroscopically determines the

ground–excited magnetic states separation in an SMM and
quantifies its spin-phonon coupling, shedding light on the

process causing magnetic relaxation.

Introduction

Transition-metal complexes showing slow magnetic relaxation

have been actively studied for possible use as single-molecule
magnets (SMMs) and chemical qubits.[1] One type of such com-
plexes are paramagnetic compounds with S+1 and quenched
orbital angular momenta. This leads to magnetic anisotropy

and zero-field splitting (ZFS) of the ground electronic states of
the compounds.[1a–q] Axial (D) and rhombic (E) ZFS parameters
are possible measures of the magnetic anisotropy. For exam-
ple, the ZFS diagram of [Co(12C4)2](I3)2(12C4) (1, S = 3/2;
12C4 = 12-crown-4), the first eight-coordinate mononuclear

SMM with axial anisotropy (D<0),[2] for a local D4d field is
shown in Figure 1. When D<0, as in 1, the molecule has an

easy axis of magnetization in the z direction, which is typically

parallel to the pseudo or actual highest symmetry axis. When
D>0, the molecule possesses an easy plane of magnetization

in the x, y direction. The determination of the ZFS parameters
is vital to understanding magnetic properties of SMMs.[1a–q]

Magnetometry has been widely employed to estimate the
ZFS in SMMs.[1d] However, it often leads to an equivocal deter-

mination of the ZFS, as magnetometry is essentially a multi-pa-
rameter fit of susceptibility and magnetization data by using
the spin-Hamiltonian. Also, the sign of D is often not accurately
determined. Spectroscopic techniques, such as high-frequency
and high-field electron paramagnetic resonance (HF-EPR), are

powerful tools to study SMMs with ZFS up to approximately
33 cm@1 (1 THz).[1d, 2a] Far-IR magneto spectroscopy (FIRMS) is a
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direct technique to probe transitions between the ZFS states
in transition-metal complexes and magnetic transitions in f-ele-

ment complexes.[1d, 3] Brackett et al. showed that transitions be-
tween the ZFS states are magnetic-dipole allowed and thus

observable by far-IR spectroscopy.[4] In FIRMS, the sample is
placed in variable magnetic fields while its far-IR spectra are

collected. The Zeeman effect on the magnetic levels helps

reveal magnetic transitions when they overlap with phonon
peaks. FIRMS is generally employed to probe magnetic excita-

tions in SMMs that are unreachable by HF-EPR. Inelastic neu-
tron scattering (INS) is another unique, direct probe[5] to study

magnetic excitations in complexes of both d[6] and f metals.[7]

The prevalence of phonons in the region above 20 cm@1 cre-

ates a particular challenge when studying magnetic transitions

in metal complexes. Temperature dependence and diamagnet-
ic controls have been utilized to distinguish magnetic excita-

tions from phonons in INS.[6m, 7a] As magnetic and phonon
peaks exhibit different temperature dependences, the Bose

correction has been used to reveal the magnetic excitation in
INS spectra.[6i,m] However, the use of diamagnetic controls and

temperature dependence to probe magnetic excitations by

INS is not always successful when the expected magnetic con-
tribution is weak and the background contributions of H
atoms are strong.[8] One essentially unexplored area is conduct-
ing INS with applied magnetic fields to distinguish magnetic

peaks from phonons. Magnetic transitions would be subjected
to the Zeeman effect and therefore shift in energy with field,

whereas phonons for the most part remain unchanged. To our
knowledge, no conclusive measurements of inter-Kramers dou-
blet (KD) transitions in mononuclear transition-metal com-

plexes by magneto-INS have been reported.[6b,m, 9]

Spin-phonon coupling in SMMs has been studied as a mech-

anism for spin relaxation.[1a–d] Rechkemmer et al. have observed
two field-dependent peaks by FIRMS in a CoII complex (ideal-

ized D2d symmetry), which they attributed to spin-phonon cou-

pling.[3c] We have recently reported distinct couplings of g pho-
nons with the magnetic ZFS transition in the SMM Co-

(acac)2(H2O)2 (C2h symmetry) and its isotopologues as avoided
crossings in Raman spectroscopy with coupling constants of

1–2 cm@1.[10] In contrast, no spin-phonon coupling with the IR-
active phonons was observed in Co(acac)2(H2O)2.[10] The nature

of spin-phonon couplings in molecular complexes is still not
well understood. Other than Co(acac)2(H2O)2 and its isotopo-

logues,[10] there has been no report on the magnitude of the
couplings.[3f] Theoretical studies have been performed recently

to understand the interactions between electron spins and
phonons, leading to relaxation in SMMs.[11]

In this work, we have employed INS and FIRMS to study the

magnetic inter-Kramers excitation MS = :3/2 ! :1/2 in 1, the
first eight-coordinate mononuclear SMM with axial anisotropy

(D<0).[2] One particular challenge in the study of 1 by INS is
that each molecule of 1 has a large incoherent neutron scatter-

ing background from 48 H atoms of [Co(12C4)2](I3)2 and free
12C4 in the crystal lattice.[12] In addition, distinct spin-phonon

couplings between IR-active phonons and the MS = @3/2 !
@1/2 transition as avoided crossings have been probed by
FIRMS. Our spectroscopic studies of 1 are reported here.

Results and Discussion

For molecular compound 1, phonons refer to both external (in-

termolecular) and internal (intramolecular) vibrational modes
in the solid. Internal modes are molecular vibrations, in which
the molecules maintain almost no displacement of the mass
center.[13] External modes are lattice vibrations, when molecules
vibrate primarily as a whole with little internal distortion, and
include translational and librational modes with much lower

frequencies than internal modes.[5a] Internal and external
modes often couple as they originate from the same govern-
ing equations.[5a, 13] Thus, we do not distinguish external and in-

ternal modes in the current work and refer to all vibrations as
phonons.

The structure of the cation in 1, [Co(12C4)2]2 + , is shown in
Figure 1, left. The molecular z axis (Figure 1), which is along

the C4 axis, is pointed nearly along the crystallographic recipro-

cal c* axis. The ZFS diagram for this S = 3/2, D<0 system
under the perturbation of the local D4d field is shown in

Figure 1, right. Earlier field-dependent magnetization studies
and computations by others using the CASPT2 method gave

D =@38.0 cm@1, E =@0.75 cm@1 and D =@70.1 cm@1, E =

1.05 cm@1, respectively.[2] The spin-Hamiltonian for such an S =

Figure 1. Left : Cation in 1 showing the molecular z axis indicated by the black arrow. H atoms are omitted for clarity. The local symmetry around the CoII ion
is close to D4d. Right: Ground-state quartet levels in high-spin, d7 complexes with D4d symmetry. When E = 0, D’ = (D2 + 3E2)1/2. Under magnetic fields, the Kram-
ers doublets split based on the Zeeman effect, leading to the presence of the MS =@3/2 ! @1/2 and MS = + 3/2 ! + 1/2 transitions at low temperatures.
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3/2 system with ZFS and Zeeman effect is given in Equa-
tion (1):

bHS ¼ DðbS2

z @ 5=4Þ þ EðbS2

x @ bS2

yÞ þ mBgx Bx
bSx þ mBgy By

bSy þ mBgz Bz
bSz

ð1Þ

where bS = spin operator, mB = electron Bohr magneton, g = g-

factor, B = applied magnetic field.

Single-crystal X-ray and neutron diffraction studies

The single-crystal diffraction studies have confirmed that there
is no phase change between 293 K and 10.15 K, and deter-

mined the orientation of two large crystals of 1 used for subse-

quent INS studies. Previously, the structure of 1 was deter-
mined at 293 K by single-crystal X-ray diffraction.[14] As the cur-

rent spectroscopic and earlier magnetometry measurements
were performed at low temperatures, it is important to know

what the structure of 1 is at 10.15 K. X-ray diffraction at the Ar-
gonne National Laboratory (ANL) shows that the structure of 1
at 10.15 K is essentially the same as that at 293 K, although the
cell volume decreases by 3.68 % (ca. 0.5 a@3 K@1).[14] Single-crys-

tal neutron diffraction studies were performed at 100 K by

using TOPAZ, a single-crystal neutron diffractometer at the
Spallation Neutron Source (SNS), Oak Ridge National Laborato-

ry (ORNL). ORTEP diagrams of the two structures are given in
Figure S3. Crystallographic parameters and selected bond

lengths and angles are given in Table S1 with comparison with
the structure at 293 K.

The orientation of the two large single crystals (8 V 3.25 V

2 mm3, 100.1 mg and 8 V 2.75 V 1 mm3, 80.0 mg; photos of the
crystals in Figure S1) of 1 used in the INS studies were also de-

termined by using TOPAZ.[5b, 15] Large single crystals are desir-
able for INS studies inside magnetic fields. These crystals are

well beyond the X-ray beam size. In addition, such large crys-
tals would have significant X-ray absorption in diffraction ex-

periments, affecting measured diffraction intensities and caus-

ing errors in the structure determined by X-ray diffraction.
Thus, neutron diffraction of 1 was conducted as TOPAZ was ca-
pable of handling such large crystals.[5b, 15]

INS studies of 1

In neutron scattering processes, the incident neutrons pene-

trate a sample and are scattered from interactions with either
atomic nuclei or unpaired electrons in the sample.[5b, 12, 16] The

scattering by unpaired electrons is from the magnetic interac-
tions between neutron spins and electron spins, and is called

magnetic scattering.
The magnetic scattering cross section in neutron scattering

corresponds to the number of neutrons scattered per second

owing to the magnetic interaction into a solid angle dW with
energy transfer between hw and h(w + dw) divided by the flux

of the incident neutrons. If unpolarized neutrons are scattered
from identical magnetic ions with localized electrons, the mag-

netic scattering cross section for spin-only scattering is ex-
pressed by Equation (2).[12, 17]

d2s

dWdw
¼ gr0ð Þ2 kf

ki

1
2

gF Qð Þ2e@2W Qð Þ
X
a;b

dab @
Qa ? Qb

Q2

. -
Sab Q;wð Þ

" #
ð2Þ

where s = neutron cross section; g= gyromagnetic ratio; r0 =

classical radius of an electron; g = Land8 g-factor; F(Q) = di-

mensionless magnetic form factor defined as the Fourier trans-
form of the normalized spin density associated with magnetic

ions; e@2W(Q) = Debye–Waller factor caused by thermal motion;

SabðQ;wÞ= magnetic scattering function; dab @ Qa Qb

Q2

0 /
= polari-

zation factor, which implies neutrons can only couple to mag-
netic moments or spin fluctuations perpendicular to Q ; hw=

energy change experienced by the sample; w= angular fre-
quency of the neutron; Q is defined below.

In the scattering processes, some scattered neutrons do not
change energy but simply change their direction in a process

called elastic neutron scattering. Elastic neutron scattering is
the basic process in neutron crystal diffraction discussed earli-

er. In addition to the elastic scattering, other neutrons transfer
energies with the sample during the scattering process, lead-

ing to changes of both their direction and energy. This process
is called inelastic neutron scattering (INS). Both elastic and in-
elastic neutron scattering occur at the same time during inter-

action with the sample.
The INS process is represented in Scheme 1 using incident

neutrons (with momentum ki). The neutron is scattered by the
sample, giving a final neutron momentum kf and the momen-

tum transfer, Q = ki@kf. INS is a unique method to distinguish
magnetic peaks from phonons. Peaks of magnetic excitations

decrease in intensity with increased jQ j , whereas phonons in-

crease in intensity with increased jQ j .[5b, 12, 16]

Two types of INS instruments, direct-geometry and indirect-
geometry time-of-flight (TOF) spectrometers, have been used

in the current work. The features of both types and their use
for coordination chemistry research have been reviewed.[5b] In

a direct-geometry spectrometer, the selected incident energy

Ei is fixed (monochromatic) and Ef is measured by TOF to deter-
mine the energy transfer (Ei@Ef),

[12] allowing for a wide range

of Q measurements. The Cold Neutron Chopper Spectrometer
(CNCS at SNS, ORNL) in the current work is a direct-geometry

instrument.[5, 18] In the indirect-geometry INS spectrometers, the
final energy, Ef, of the scattered neutrons reaching the detec-

Scheme 1. Schematic of the inelastic neutron scattering (INS) processes. ki

and kf are the momenta of the incoming and outgoing neutrons, respective-
ly. Q = ki@kf is the momentum transfer.
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tors is fixed. The incident neutrons here can be a “white” beam
(with a range of energies) where Ei is determined through TOF,

giving a wide energy transfer range up to, for example, ap-
proximately 4000 cm@1 with high energy/spectral resolution for

the Vibrational Spectrometer (VISION at SNS), which was used
in the current work.[19] Indirect-geometry INS spectrometers

give phonons (in particular molecular vibrations of chemical
compounds) with no selection rules that govern IR and Raman
spectroscopies.[5] However, Q information is limited in indirect-
geometry spectrometers.

Complex 1 was studied under variable magnetic fields by
CNCS using the two large crystals of 1 indicated earlier. Neu-
tron flux is usually much smaller than photon flux used in
spectroscopy, leading to low signals in INS.[12] Thus, larger sam-
ples/crystals likely enhance the INS signals. The two crystals

were tiled together and aligned with their c* axes parallel to

the magnetic field (Figure S2). The crystallographic c* axes had
been determined at the single-crystal neutron diffractometer

TOPAZ. This places the magnetic field Bz of the instrument
(CNCS) parallel to the molecular z axis. This alignment should

give orientation-dependent splitting in the Bz direction. The
use of the large single crystals with predetermined orientations

significantly improves the data quality by reducing the broad-

ening of the magnetic peak observed in powder samples
caused by the random orientation of the molecules inside

magnetic fields (Bz, Bx, By). With an applied magnetic field, the
MS =@3/2 ! @1/2 transition in 1 at 2.0 K was probed with an

incident neutron energy of 97.34 cm@1. The spectra at 0, 2, 5,

and 8 T are shown in Figure 2, with an expanded view of the
spectra and waterfall plots in Figure S4. The magnetic peak 2D’
at 0 T is evident at 49.4(1.0) cm@1. A contour plot in the INS
spectra showing the shift of the 2D’ peak is given in Figure 2 B

(although it appears as a series of discrete increases owing to
the low number of fields measured). This blueshift of the mag-

netic peak is consistent with the MS =@3/2 ! @1/2 transition
in single crystals aligned in the z direction. The small remaining
peak at 49.4 cm@1 at 8 T is an overlapping phonon mode that

does not show a noticeable energy shift with the field, and it
is possibly the No. 23 phonon in Table S2. The ZFS mode even-
tually overlaps with another peak at approximately 58 cm@1

(phonons Nos. 24–28 in Table S2) at 8 T. There is no observable

redshift in intensity in the INS representing the MS = + 3/2 !
+ 1/2 transition (Figure 1, right), possibly because at 2 K, there

are few molecules at the excited MS = + 3/2 state, and most

molecules are at the ground MS = @3/2 state. In the plot of
the peak intensities versus jQ j collected at CNCS in Figure 2 C,

the peak at 49.4(1.0) cm@1 gradually loses intensity with in-
creasing jQ j , supporting its assignment as the magnetic (ZFS)

peak as peaks of magnetic origin have stronger intensity at
lower jQ j .[5b] In contrast, phonons tend to show stronger in-

tensity at higher jQ j . To our knowledge, the current work is

the first example of studying single crystals of a transition-
metal complex by INS inside magnetic fields.[6–7]

Variable-temperature INS of 1 at 10–125 K were collected
with the Vibrational Spectrometer (VISION)[5b, 19] at zero field.

VISION has a relatively large signal/noise ratio for an INS instru-

Figure 2. (A) INS of 1 at variable magnetic fields showing the ZFS peak at 49.4(1.0) cm@1. The jQ j range is summed at 1–3 a@1. The dashed, vertical blue line
represents the position of the overlapping magnetic and phonon peaks (at 0 T) and the blue arrow represents the blueshift of 2D’. (B) Contour plot of the
45–60 cm@1 region in the normalized (by average across all fields) INS spectra at different fields showing the ZFS peak at 0 T gradually losing intensity with
field increase, as it shifts to approximately 56 cm@1 at 8 T. Overlay is the estimated shift of 2D’ based on the intensity changes in the spectra with field. Error is
estimated to be 1.0 cm@1. (C) Change in the peak intensities vs. jQ j at 2.0 K and zero field. The red arrow indicates the presence of the ZFS peak at low jQ j ,
which, as a magnetic peak,[5b] gradually loses intensity with increasing jQ j .
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ment and works especially well for protonated samples.[5b]

However, it does not have the capability to support applied

magnetic fields and thus relies only on variable temperatures
in the current work. Details of the studies are given in the Sup-

porting Information. In temperature-dependent VISION spectra,
one expects the magnetic peak to decrease in intensity at a

much faster rate than similar-intensity phonon peaks.[5] Howev-
er, even with the Bose correction applied,[5a] no peak in the
40–75 cm@1 region of the variable-temperature INS spectra

(Figure S5) stands out with a larger relative intensity change
(signifying intensity of magnetic origins). Instead, each peak si-
multaneously decreases in intensity and shifts with increasing
temperature. Despite not revealing the magnetic peak, VISION
does give good quality phonon spectra of 1. Comparing the
calculated phonons with INS spectra collected at VISION may

reveal the magnetic peak. Phonon spectra obtained from INS

experiments and VASP (Vienna ab initio simulation package)
calculations as well as the identification of the magnetic peak

are discussed below, with resultant spectra compared with ex-
perimental spectra in Figure 5 and Figure S9.

As indicated earlier, temperature dependence and diamag-
netic controls have been utilized to distinguish magnetic exci-

tations.[6m, 7a] Such approaches are challenging when the mag-

netic contribution is weak with strong background.[8] The de-
crease in the intensity of the magnetic peak with increasing

jQ j has been used to identify magnetic peaks.[6b, 20] This ap-
proach also led to the identification of the weak magnetic

transition in 1 (Figure 2 C). Waldmann and co-workers have
used magneto-INS to probe a magnetic transition (at ca.

10 cm@1 at 0 T) in the cluster single-molecule magnet

[Mn12O12(acetate)16(H2O)4] .[9] We have used INS inside magnetic
fields to probe intra-Kramers transitions.[6b,m] The current work

using CNCS is, to our knowledge, the first conclusive measure-
ments of inter-Kramers doublet (KD) transitions in mononu-

clear transition-metal complexes by magneto-INS.[6b,m, 9]

Far-IR and Raman spectra inside magnetic fields

We have also investigated the magnetic origin of the ZFS peak

(2D’) in 1 by using far-IR spectroscopy coupled with magnetic
fields at 5 K. This method has been utilized to view magnetic
transitions on many occasions.[1d, 3a–c, 7e] ZFS transitions between
KDs in 1 (e.g. , MS =@3/2 ! @1/2 and MS = + 3/2 ! + 1/2) are

magnetic-dipole allowed by symmetry and selection rules
(DMS = 0, :1), as Brackett et al. have shown.[4] In D4d local sym-
metry around the CoII ion, the magnetic dipole moment opera-

tors have E3 and A2 symmetries as the rotations (Rx, Ry) and Rz.
In the double group D4d’, MS = :3/2 and :1/2 KDs are repre-

sented by E3/2 and E1/2, respectively.[21] Thus, both ZFS transi-
tions are far-IR active.[1o, 4]

By using far-IR transmittance of a powder sample (Figure 3

and Figure S6), we can clearly see that a magnetic mode origi-
nating at about 50 cm@1 shifts to higher energies with applied

field. This mode is exceedingly weak, and cannot be viewed in
the raw transmission spectra (Figure 3, middle). Only by nor-

malizing the spectra by the zero-field spectrum (TB/T0, Figure 3,
top) or by the average across all fields (TB/TAVG, Figure 3,

bottom) is the shift of this mode revealed. The normalized
spectra in Figure 3, top are complicated, indicating the mag-

netic mode is coupling to several phonon modes. This method
does not provide much clarity on the behavior of the ZFS

peak. Upon inspection of the contour plot in Figure 3, bottom,
there are multiple vertical red-orange lines corresponding to

changes in the intensities of multiple phonons (labeled A–H),

indicating that each phonon couples with the magnetic peak
in some form of spin-phonon coupling. These couplings take

the form of avoided crossings, where two transitions repel
each other when close in energy. This makes it difficult to

locate the exact positions of the magnetic peak. Additionally,
the ZFS transition does not appear to have observable intensi-

Figure 3. Top: Transmission far-IR spectra of 1 using a powder sample and
normalized (by 0 T) transmission. Middle: Raw transmission far-IR spectra of
1. As the changes are small, only the 0 T (black) and 17 T (red) spectra are
shown here. The black arrow indicates the origin of the ZFS peak. Peaks la-
beled by stars are not included in the spin-phonon fit owing to weak inten-
sity. Bottom: Contour plot of normalized (by average) far-IR transmission
with fittings displaying the results of the spin-phonon coupling model. All
spectra are taken in field increments of 1 T up to 17 T. Letter labels in both
plots indicate 0 T positions of far-IR-active phonon peaks. The pink dashed
line indicates energies of ZFS transition Esp used in the spin-phonon fit.
White lines indicate the solution to Equation (3).

Chem. Eur. J. 2019, 25, 15846 – 15857 www.chemeurj.org T 2019 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim15850

Full Paper

http://www.chemeurj.org


ty in far-IR, which is not surprising, as magnetic-dipole transi-
tions are typically much weaker in far-IR (or IR) than electric-

dipole allowed transitions.[22] With field increase, the MS =@3/2
! @1/2 ZFS peak blueshifts to higher energies, eventually re-

siding at its final position at 55 cm@1 when the ZFS couples to
and repels phonon B. This avoided crossing with phonon B is

closely followed by several more avoided crossings in quick
succession with phonons C@F at 6–9 T. The next avoided cross-
ings occur with phonons G and H at 11–15 T. These are all visi-

ble as the bending of the yellow-red lines in Figure 3, bottom.
The behavior of the avoided crossings is illustrated in

Scheme 2, with the fit of these avoided crossing described
below.

In Scheme 2, the ground spin states f3,4 j0i and the phonon
states f3,4 j1i have pairwise identical slopes, whereas f3,4 j0i
and the excited ZFS states f1,2 j0i have different slopes. Under
applied fields, each set of degenerate states will split into its

separate components (e.g. , f3,4 j0i splits into f3 j0i and f4 j0i).
The transitions from f3 j0i to f3 j1i in Scheme 2, top and
f4 j0i to f4 j1i in Scheme 2, bottom are in essence field-inde-

pendent far-IR-active phonon excitations (black arrows). For
the blueshifting f3 j0i (MS =@3/2) ! f1 j0i (MS =@1/2) transi-

Scheme 2. Schematic views of the spin-phonon couplings in 1. f1, f2, f3, and f4 are eigenfunctions of MS =@1/2, + 1/2, @3/2, and + 3/2 states, respective-
ly.[23] Top: Blueshifting f3 j0i ! f1 j0i transition. Bottom: Redshifting f4 j0i ! f2 j0i transition. (a) Zero-field splitting 2D’ of the magnetic/spin quartet
ground state. (b) Vibrational states of a selected phonon with eigenfunctions j0i and j1i and a small energy separation d above the excited KD f1,2. (c) Spin-
phonon product states with product functions fi jni before vibronic coupling. (d) Vibronic coupling with coupling constant L, leading to an energy shift and
splitting: D:= (d2 +L2)1/2. (e) Zeeman splitting of vibronic states in a field B and avoided crossing from the couplings: Top: Between the f1 j0i and f3 j1i
states; Bottom: Between the f4 j1i and f2 j0i states. (f) Avoided crossing in the far-IR spectra based on Equation (3) for blueshifting (top) and redshifting
(bottom) transitions.
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tion with increasing magnetic fields in Scheme 2, top, the
phonon level f3 j1i approaches the lower magnetic level of

the excited KD, f1 j0i, leading to spin-phonon coupling and a
field-dependent transition. For the redshifting f4 j0i (MS =

+ 3/2) ! f2 j0i (MS = + 1/2) transition with increasing mag-
netic fields in Scheme 2, bottom, the thermal population of

the first excited level, f4 j0i, at 5 K is small and decreases with
larger applied fields. Thus, the transition from this level to the
excited KD level f2 j0i is weak and difficult to observe. With in-

creasing magnetic fields, f4 j1i approaches f2 j0i, the upper
magnetic level of the excited KD, leading to additional spin-
phonon coupling and a field-dependent transition. The ZFS
transitions in (d) and (e) of both Scheme 2, top and Scheme 2,

bottom are observed in far-IR.
The field-driven avoided crossings in the transmittance far-IR

spectra in Figure 3 are characterized in Scheme 2. In the case

of two coupled transitions, such as a ZFS peak and a single
phonon, we employ a spin-phonon coupling, or avoided-cross-

ing, model to describe their interaction.[24] The Hamiltonian for
the coupling of magnetic jYspi with phonon jYphi peaks is

given by the following matrix [Equation (3)]:[10]

H ¼
Esp L

L Eph

 !
ð3Þ

where Esp and Eph are the expected energies of the magnetic
(ZFS) jYspi and phonon jYphi peaks, respectively; L is the

spin-phonon (or ZFS-phonon) coupling constant between the
two peaks. The solution of the matrix gives two energy eigen-

values E: (with the associated avoided-crossing peaks jY:i,
as seen in Scheme 2 f) in the secular Equation (4). The equa-
tions give a model to understand the spin-phonon couplings

in the far-IR spectra and calculate the coupling constants.

Esp@E: L

L Eph@E:

44444
44444 ¼ 0 ð4Þ

This model in Equations (3) and (4) can be expanded to an

8 V 8 matrix in Equation (5) to account for all coupled phonons
in Figure 3 simultaneously. The ZFS peak (Esp) was modeled
every 0.5 T from 51.5 cm@1 at 0 T to 82.5 cm@1 at 17 T for the

transmittance peak (pink dashed line in Figure 3). If the spectra
are instead fit by using multiple 2 V 2 matrices, the coupling

constants are not appreciably different.

H ¼

Esp L1 L2 L3 L4 L5 L6 L7

L1 Eph1 0 0 0 0 0 0

L2 0 Eph2 0 0 0 0 0

L3 0 0 Eph3 0 0 0 0

L4 0 0 0 Eph4 0 0 0

L5 0 0 0 0 Eph5 0 0

L6 0 0 0 0 0 Eph6 0

L7 0 0 0 0 0 0 Eph7

0BBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCA
ð5Þ

This matrix includes seven phonons (Ephi, i = 1–7) and their re-
spective coupling constants (Li, i = 1–7), assuming that the

magnetic peak does not couple to one phonon at a time, but
instead couples to all phonons simultaneously. The coupling

constants from the fit by Equation (5) for the transmittance
spectra in Figure 3 are given in Table 1. This is an empirical fit,

and the coupling between the magnetic peak and a single
phonon is present across the entire energy range. The cou-

pling strengthens as the spin and phonon modes approach

each other. Thus, we fit all modes simultaneously.

The fit relies on a visual agreement between the white lines

and the red/orange/yellow normalized intensities in the con-
tour plot of Figure 3, bottom. On close examination of the con-

tour plot, it is clear that the white lines do not line up with

phonons B and C very well between 4 and 12 T, even though
each subsequent peak lines up well. Figure S6 shows that it is

possible to fit these peaks well if we assume the presence of a
second, slower blueshifting magnetic peak that begins at the

same position (Esp = 51.5 cm@1) and shifts to about 71 cm@1 by
17 T. This second shift is similar to that of the reflectance shift
by the field in Figure S7, as explained below. This indicates

that, as expected, some powders of 1 in the transmittance
spectra in Figure 3 are in a similar orientation as the single
crystal used in the reflectance spectra (Figure S7). For the
powder sample for Figure 3, we expect to see an average of

three orientations (x, y, and z). Owing to the near lack of aniso-
tropy in the xy plane of the molecule (E&0), it is likely that

there are two shifting peaks corresponding to the xy and z di-
rections, respectively.

Reflectance FIRMS spectra (Figure S7) using a single crystal

of 1 oriented in the Voigt geometry[25] relative to the magnetic
field show similar results, including the spin-phonon couplings

of the blueshifting transition as avoided crossings. A photo of
the crystal on the sample holder is given in Figure S7, top. It

should be noted that the crystal oriented in the Voigt geome-

try[25] here is likely different from the orientations of the two
large crystals (relative to the external magnetic field) used in

INS studies, as photos in Figure S7, top for the former and Fig-
ures S1, S2 for the latter show. Additionally, the reflectance

spectra reveal the presence of a weak redshifting peak observ-
able up to 8 T, where it has an avoided crossing with phonon

Table 1. Peak positions and coupling constants for spin-phonon fit parame-
ters of both transmittance and reflectance peaks in Figure 3 and Figure S7.
The phonon that overlaps the ZFS peak was not included in the fit owing to
its close proximity and lack of visible coupling.

Phonon A B C D E F G H

Transmittance
peak [cm@1]

N/A 57.3(5) 61.1(5) 63.6(5) 65.1(7) 66.5(5) 72.9(5) 75.8(4)

L [cm@1] N/A 2.2(6) 1.9(4) 1.3(5) 1.4(6) 1.5(4) 2.0(5) 2.3(6)
Reflectance
peak [cm@1]

44.6(4) 58.3(3) 62.4(4) 64.8(9) 66.0(4) 68.0(4) 73.6(5) 76.2(5)

L [cm@1] 0.7(3) 1.7(4) 1.5(5) 1.0(5) 1.0(5) 1.4(6) 1.4(7) 1.4(4)
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A at 44 cm@1. We attribute this peak to the MS = + 3/2 !
+ 1/2 transition (Figure 1, right), which is expected to redshift

with field. Owing to the increasing energy of the MS = + 3/2
state with applied field, it is expected that any transition stem-

ming from this state gradually disappears with increasing field
owing to the decreasing Boltzmann distribution at the MS =

+ 3/2 state. The coupling of the redshifted ZFS peak (Esp) with
phonon A at 44.6(4) cm@1 was modeled every 0.5 T from
49.0 cm@1 at 0 T to 38.0 cm@1 at 17 T by the 2 V 2 matrix in
Equation (3), yielding the coupling constant L= 0.7(3) cm@1

(pink dashed line on the left in Figure S7). In addition, the cou-
pling of the blueshifted ZFS peak (Esp) with phonons B–H was
modeled every 0.5 T from 50.5 cm@1 at 0 T to 74.0 cm@1 at 17 T

by the 8 V 8 matrix in Equation (5), yielding the coupling con-
stants in Table 1 (pink dashed line on the right in Figure S7).

The couplings from the reflectance far-IR spectra of 1 (Fig-

ure S7) are consistent with those from the transmittance spec-
tra of the powder sample in Figure 3. However, the peak posi-

tions and coupling constants change slightly, as shown in
Table 1.

It is possible that there are other couplings that are too
weak to be observed in the normalized spectra. The ZFS peak

lies close to and is likely coupled with a phonon at 51 cm@1 at

zero field. As shown in Figure 3, top, there are three peaks la-
beled with an asterisk (*), including the aforementioned

51.0 cm@1 peak. These phonons were not considered in the fit
for either far-IR spectra as avoided crossings with them were

not observed. It is likely that they couple with the ZFS peak,
but their intensity is too weak to be noticeable, even in the

contour plot. Each of these peaks could potentially be inserted

into the fit by expanding the matrix in Equation (5) to an 11 V
11 matrix. The results of this expanded fit are shown in Fig-

ure S8 for completeness.
Using the positions at 0 and 17 T in Figure 3, bottom (pink

dashed line) gives an estimated slope of 1.82(5) cm@1 T@1 for
the fast-shifting peak in the powder sample. Additionally, the
slope of the second, slower transmittance peak is about

1.15(5) cm@1 T@1 (Figure S6, pink dashed line). From a visual
perspective, the shift in the FIRMS reflectance spectra (Fig-
ure S7) starts out almost identical to that of the slower moving
transmittance peak, and then increases to a rate similar to that

of the faster one. However, when fitted using Equation (5), the
shift rate is determined to be about 1.38(10) cm@1 T@1. This fits

reasonably well for most of the recorded spectra. However, it
deviates slightly around 16–17 T, as the intensity does not line
up perfectly with the fit, which could indicate that the shift

rate increases slightly. In comparison, the slope is
0.85(8) cm@1 T@1 from the INS spectra by using crystals oriented

along the z axis (Figure 4). It should be noted that the slope
relies on the crystal orientation. Both the INS and far-IR reflec-

tance spectra are measurements using single crystals at likely

different crystal orientations (Figures S1, S2, and S7, top for INS
and far-IR reflectance), whereas the far-IR transmittance is a

powder measurement. The slopes of each method are com-
pared in Figure 4.

Raman spectra of 1 in 0–14 T magnetic fields are given in
Figure S9. No observable magnetic feature or spin-phonon

coupling with the Raman-active phonons was found between

50 and 70 cm@1 with or without an applied field. If the magnet-
ic ZFS transition in 1 is present in Raman, it is vanishingly

weak and not clearly observed. It is currently not clear why ap-
parently no such coupling with the Raman-active phonon

occurs in 1.

Calculation of phonons in the crystal of 1

Accurate phonon calculations, such as those by the method

used here, are needed as a first step to understand the atomic

displacements in SMMs that lead to spin-phonon coupling.
The VASP phonon calculation of the INS spectrum was com-

pleted by using the structure from single-crystal neutron dif-
fraction at 100 K at TOPAZ. Only the database of irreducible

representations for a few point group types at the G point are
implemented in Phonopy.[26] The point group for 1, 2/m (space
group 15, C2/c), was used to assign symmetries to each
phonon (Table S2). It is important to note that these assign-

ments come from the point group of the unit cell (C2h) and not
the local symmetry of the Co(12C4)2

2 + ion (D4 or ~D4d).
Figure 5 compares the Raman as well as experimental and cal-

culated far-IR and INS spectra (by VISION) at 5 K for the 20–
1000 cm@1 region. The 1000–4000 cm@1 range of the experi-

mental INS spectrum at 5 K and calculated INS phonons are
given in Figure S10. Calculated INS mode intensities are given

in Figure S11 and Table S2. Movies (animations) of 19 phonons

at 42.44–57.64 cm@1 near the magnetic peak are provided in
the Supporting Information.

Overall, there is a good match between experimental and
calculated INS and far-IR spectra in Figure 5 and Figure S9

above 150 cm@1. However, low-energy modes are difficult to
calculate accurately. Additionally, the calculated peaks shown

Figure 4. Comparison of FIRMS transmission (red), FIRMS reflectance (blue),
and INS (black) magnetic peak positions with field. Note that the far-IR
points do not strictly correspond to the magnetic transition MS = @3/2 !
@1/2, as there are numerous avoided crossings in the region. Instead, they
are simply indications of the direction and rate of the magnetic transition
shifts. The errors were estimated to be 1 cm@1. The errors grow larger in the
far-IR spectra with increasing fields, reaching approximately 2 cm@1 for the
points at 17 T. The different slopes from the INS and FIRMS reflectance spec-
tra are the result of likely different crystal orientations as shown in Figures
S1, S2, and S7, top.
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in Figure 5 do not include only one calculated mode. Instead,
each peak consists of one or more modes of similar vibrational
motion (Table S2). As INS has no vibrational selection rules,[27]

all phonon modes in a molecule are expected to be observed
in INS. In comparison, as optical spectroscopies, far-IR and

Raman each have symmetry-based vibrational selection rules.
Thus, there are certain forbidden modes in each spectroscopy.

In addition, INS generally reflects the dynamics of the nuclei in

the vibrations, giving a description of nuclear dynamics in a
molecule. Far-IR and Raman, in contrast, show the changes in

electric dipole and polarizability of the electrons in a molecule,
respectively, as a result of the vibrations. It should be pointed

out that the current calculations do not account for any
modes of magnetic origin or spin-phonon coupling.

Remarks on magnetic relaxation of 1

In our previous studies on alternating current (AC) magnetic
susceptibility,[2] we analyzed the Arrhenius plot of ln t as a

function of T@1 (Figure 6) at high temperatures. The plot was

constructed from the peaks of out-of-phase susceptibility com-

ponent c’’ from the frequency-dependent AC data, by a fit to
the Arrhenius law t=t0 exp(Ueff/kT), affording an effective

energy barrier to spin-reversal Ueff = 17.0 cm@1 and a pre-expo-

nential factor of t0 = 1.5 V 10@6 s. Such a linear treatment of the
experimental data at the high-temperature range has been ex-

tensively used in the estimation of the energy barrier for the
thermally activated Orbach process especially for the SMMs

based on polynuclear metal complexes.[1r] It should be empha-
sized that this approach was based on the assumption that
the Orbach relaxation process is the dominant mechanism in

the high-temperature range. Recent studies on single-ion mag-
nets (SIMs), those SMMs containing one magnetic center, have
shown the shortcomings of such an estimation because other
relaxation processes, such as the Raman-like and direct pro-

cesses, are also operative in the studied temperature
ranges.[3c,g, 7g, 28] Analyses of d-[3c,g, 28a–c] and f-SIMs[7g, 28d,e] by using

the multi-process model have been reported. In fact, the
Orbach mechanism is not necessarily the dominant pro-
cess.[3c,g, 7g, 28] In some cases, the Raman process was found to

be the only relaxation mechanism at least in the investigated
temperature range.[6i, 29] Thus, a detailed analysis considering all

the possible relaxation processes is required to probe the re-
laxation processes of SMMs.[3c,g, 7g, 28] According to the definition

of the Orbach mechanism,[30] the energy barrier Ueff =

17.0 cm@1 implies a gap of 17.0 cm@1 between the ground KD
(MS = :3/2) and the excited KD (MS = :1/2) in 1. In light of

the ZFS parameter 2D’ [49.4(1.0) cm@1] determined by INS and
far-IR in the present study, clearly the energy barrier of

17.0 cm@1 was underestimated. The curvature in the Arrhenius
plot (Figure 6) implies a non-negligible contribution of the

Figure 5. Top: The 25–250 cm@1 region of experimental Raman, far-IR, and
INS at 0 T and calculated far-IR and INS spectra. The vertical dashed line indi-
cates the position of the ZFS peak. Bottom: The 250–1000 cm@1 range of cal-
culated and experimental far-IR and INS spectra (VISION) at 5 K. The experi-
mental far-IR data approached zero transmittance around 800 cm@1 owing
to the settings of the spectrometer. Far-IR data here are baseline-corrected
for easy comparison.

Figure 6. Relaxation time of the magnetization ln t vs. T@1 plot for 1. The red
line represents the fit to the direct, Raman, and Orbach processes simultane-
ously. The light blue, green, and blue curves represent the contributions of
the direct, Raman, and Orbach processes, respectively.
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direct and/or Raman processes in determining the relaxation
rate. Therefore, the relaxation times at different temperatures

were fitted again with Equation (6) considering the direct,
Raman, and Orbach processes together.[30]

t@1 ¼ AT þ CT n þ t0
@1expð@Ueff=kTÞ ð6Þ

where the first, second, and third terms represent the contribu-
tions of the direct, Raman, and Orbach processes, respectively.

For the Raman process, n = 9 is expected in Kramers ions
whereas n = 1–6 is reasonable when both optical and acoustic

phonons are involved.[30] The fitting parameters are A =

77.03 s@1 K@1, C = 4.49 s@1 K@n, n = 5.35, t0 = 3.75 V 10@12 s@1 with

Ueff fixed at 49.4 cm@1. The fitting curves are depicted in
Figure 6, from which the contributions of the direct, Raman,

and Orbach processes are also shown. It is clear that the
Raman process is the major mechanism and that the direct
and Orbach processes only make small contributions above

2 K.

The above work stimulated our attempt to fit the relaxation

times by using the Raman-like process as the only mechanism
with a power law t@1 = CTn, assuming that the contribution of

the Orbach or direct mechanism can be neglected. A reason-

able agreement is found with the parameters C = 16.04 s@1 K@n

and n = 4.35 (Figure S12), suggesting that our previous estima-

tion of the energy barrier for the spin-reversal is incorrect and
that the Raman-like process dominates in the studied tempera-

ture range. The n value of 4.35 indicates that the optical acous-
tic Raman-like mechanism occurs in the magnetic relaxation of

1.[31]

Conclusion

The work with the single crystals and powders of

[Co(12C4)2](I3)2(12C4) (1) reveals the power of spectroscopic

techniques to directly probe the magnetic excited level at 2D’
and spin-phonon couplings. Far-IR studies of 1 have not only

confirmed the ZFS position observed in INS, but also have
shown that the weak ZFS peak couples with multiple far-IR

active phonons simultaneously. It is likely that if higher fields
were used, the magnetic peak would continue to shift and ex-
perience additional avoided crossings with higher energy pho-
nons.

The INS work demonstrates that deuterated samples are not
required to study magnetic excitations by INS, even in the
region around 50 cm@1 where phonons are prevalent. Two

unique features of the current work are the use of oriented
single crystals of a metal complex and a magnet in INS. Their

combined use at CNCS is crucial here, when the variable-tem-
perature INS alone failed to directly determine the ZFS peak.

The use of single crystals in INS provided a clear transfer of the

magnetic intensity in the spectra without the broadening typi-
cally observed for powder samples. Many low-energy phonons

near the magnetic peak in 1 are revealed in the INS spectra,
which the spin can interact with. The INS spectrum of 1 at

VISION made it possible to compare observed phonons with
the calculated ones.

Experimental Section

The INS experiments with the single crystals were conducted at
CNCS.[18a] The crystals were glued to the sample plate with fluoro-
polymer glue CYTOP (with no H atoms). The 8 T magnet, which
blocks approximately 70 % of detectors, was placed in the sample
environment. Each field measurement (0, 2, 5, and 8 T) was run for
about 8 h. The incident energy and temperature for the measure-
ments were 12.07 meV (97.34 cm@1) and 2.0 K, respectively.

For variable-temperature INS at VISION, the sample (2 g) was
sealed in an aluminium container. INS spectra of 1 were measured
at 10, 25, 50, 100, and 125 K. The design at VISION offers two
banks of detectors for both forward (low jQ j) and back (high jQ j)
scattering of neutrons.[19a] The phonon population effect was cor-
rected by normalizing the INS intensity at energy transfer w with
coth((hw/2kT).[5a]

Far-IR and Raman spectroscopic studies were conducted at the Na-
tional High Magnetic Field Laboratory (NHMFL) at Florida State
University. For far-IR spectra, the powdered samples were placed in
a sample holder and mixed with eicosane to hold them in place.
Spectra were collected at 5 K by using a Bruker Vertex 80v FTIR
spectrometer coupled with a superconducting magnet (SCM) with
fields up to 17 T. Reflectance spectra were collected by using the
same spectrometer and magnet, with a single crystal oriented in
the Voigt geometry relative to the magnetic field, as shown in Fig-
ure S7, top. Far-IR transmittance reaches zero at about 800 cm@1

owing to the experimental setting of the FTIR spectrometer.

For calculations on 1 by VASP, geometry optimizations were per-
formed on the single-crystal neutron structure of 1 at 100 K. The
optimized structure completed at 0 T was used for the phonon cal-
culations. Spin-polarized, periodic DFT calculations were performed
by using VASP with the Projector Augmented Wave (PAW) method
and the local density approximation (GGA) + U (U = 5.37) ex-
change correlation functional. An energy cut off was 900 eV for the
plane-wave basis of the valence electrons. Total energy tolerance
for electronic structure minimization was 10@8 eV. The optB86b-
vdW, a non-local correlation functional that roughly accounts for
dispersion interactions, was applied. For the structure relaxation, a
1 V 1 V 1 Monkhorst–Pack mesh was applied. The INS spectrum and
peak intensities for both forward and backscattering were calculat-
ed by using OCLIMAX, a versatile INS simulation program devel-
oped at ORNL.[32] Phonopy, an open source phonon analyzer, was
used to create a 1 V 1 V 1 supercell structure and extract phonon
symmetries. VASP was then employed to calculate the force con-
stants on the supercell in real space by using DFT. The IR intensities
and spectrum were calculated directly from the VASP output using
a constant resolution of 1 cm@1.

Additional experimental details are given in the Supporting Infor-
mation.
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