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Owing to their wide tunability, multiple internal degrees of freedom, and low disorder, graphene
heterostructures are emerging as a promising experimental platform for fractional quantum Hall (FQH)
studies. Here, we report FQH thermal activation gap measurements in dual graphite-gated monolayer
graphene devices fabricated in an edgeless Corbino geometry. In devices with substrate-induced sublattice
splitting, we find a tunable crossover between single- and multicomponent FQH states in the zero energy
Landau level. Activation gaps in the single-component regime show excellent agreement with numerical
calculations using a single broadening parameter Γ ≈ 7.2 K. In the first excited Landau level, in contrast,
FQH gaps are strongly influenced by Landau level mixing, and we observe an unexpected valley-ordered
state at integer filling ν ¼ −4.
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Advances in graphene sample fabrication [1–6] now allow
a wide range of fractional quantum Hall (FQH) states to be
accessed experimentally [6–18]. Understanding these phases
is complicated by the near degeneracy of different compo-
nents of the combined spin and valley isospin. Interaction-
driven mixing of different isospin components manifests as
strong violations of particle-hole (PH) symmetry across
individual Landau levels (LLs) [9,10,15] and multiple
B-tuned phase transitions between FQH states with differing
isospin polarizations [11,18]. However, the isospin degen-
eracy enlarges the Hilbert space available for constructing
FQH ground states, rendering full numerical treatment of the
systemprohibitively expensive computationally.Historically,
thermally activated transport measurements have played a
critical role in deconvolving the role of internal degrees of
freedom in other FQH systems. Unfortunately, however, the
exceptional quality of the graphene bulk observed in capaci-
tance measurements does not manifest clearly in electronic
transport [6,17], precluding detailed studies of FQH gaps in
the highest quality samples.
In this Letter, we report the fabrication of samples that

combine edge-free Corbino topology [19–22] with hex-
agonal boron nitride (hBN) encapsulation [5] and dual
graphite gating [6]. We study two devices showing a large
sublattice asymmetry gap (ΔAB) that removes the valley
degree of freedom—equivalent to sublattice in the zero
Landau level (ZLL)—at low magnetic fields [23]. We map
out the competition between single- and two-component
fractional quantum Hall physics in both the spin and valley
sectors and find a single-component regime where FQH
gaps can be quantitatively compared to exact diagonaliza-
tion calculations. From the resulting analysis, we assess the
degree of disorder in graphene devices, which we find to be

only a few times higher than in high mobility GaAs
quantum wells [24]. Finally, we use these devices to
explore the first excited LL (FLL) in detail, finding
evidence for asymmetric LL mixing and discovering an
unexpected valley-ordered (VO) state at half filling of this
fourfold degenerate level.
Our fabrication process begins with a dry-transferred van

derWaals heterostructure [5] comprising a graphene sheet
sandwiched between two graphite gates and two hBN spacer
layers. ACorbino topology device is then fabricated through
a variety of lithography, etching, and—crucially—a sub-
limation-based stack inversion step that allows patterning of
aligned holes in the top and bottom gates without contami-
nation of critical dielectric interfaces. The fabrication
process is depicted schematically in Fig. 1(a) and detailed
in Ref. [25]. Integer quantum Hall features emerge at B≲
50 mT [Fig. 1(c)], indicating high sample quality. We focus
on two samples, both of which show thermally activated
transport [Fig. 1(d)] at charge neutrality and zero magnetic
field, which previous work [23,26] has tied to a substrate-
induced staggered sublattice potentialΔAB. We estimate the
magnitude ΔAB ≈ 10–20 meV in the two devices based on
fits to an Arrhenius law and on the width of the insulating
state in gate voltage (Fig. S2 of SupplementalMaterial [25]).
Within the ZLL, ΔAB translates directly to a splitting
between the two valley-polarized Landau levels.
In the ZLL, mixing with other orbital LLs is

weak. Individual isospin-polarized LLs would naively
be expected to show particle-hole symmetry, defined as
equivalence between FQH states at LL filling factors ν and
−1 − ν (here, ν ¼ 2πl2

Bn, with n the charge density and
lB ≈ 25.7 nm

ffiffiffiffiffiffiffiffiffiffiffiffi

B⊥½T�
p

the magnetic length). However, PH
asymmetry can arise when two or more isospin components
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are close in energy. In this case, filling factors related by a
PH transformation may host different multicomponent
wave functions or allow different low energy excitations
to other spin or valley branches, resulting in contrasting
thermal activation gaps and absence of PH symmetry.
Single-component physics obtains only when ground states
involve only a single isospin projection, and the low-lying
thermal excitations do not involve isospin reversals. The
role of internal degeneracy in two-component FQH systems
is controlled by the ratio between the single-particle
splitting of that degeneracy and the Coulomb energy
[EC ¼ e2=ðϵlBÞ ≈ 8.5 meV

ffiffiffiffiffiffiffiffiffiffiffiffi

B⊥½T�
p

using the measured
[27] in-plane dielectric constant of the encapsulating
hBN layers ϵ ¼ 6.6]. Theoretical calculations [28] suggest
that multicomponent physics is relevant in the FQH regime
only when LL separations are smaller than 0.05EC, with the
precise threshold strongly dependent on the filling factor.

Figures 2(a)–2(c) show transport measurements for
device A taken at B⊥ ¼ 18, 14, and 3 T for ν ∈ ð0;−1Þ.
Both the highest and lowest magnetic field traces are PH
asymmetric across the single Landau level, reflected in
asymmetric conductivity minima within the ν ¼ p=ð2p�
1Þ (p ∈ Z) sequence of FQH states. At B ¼ 18 T, PH
asymmetry is accompanied by a well-developed insula-
ting state at ν ¼ −1=2. A similar breakdown of PH
symmetry and even-denominator incompressible state
was recently reported [18]. Both phenoma arise due to a
crossing between LLs in opposite valleys, driven by
competition between ΔAB (which is B⊥ independent)
and an intrinsic antiferromagnetic anisotropy that grows
with B⊥. Figure 2(d) shows a schematic representation
of the resulting LL energies. The spin- and sublattice-
polarized jA↓iLL, relevant for fillings ν ∈ ð0;−1Þ, is
depicted in red. Multicomponent physics is expected when
other LLs come within ≈0.05EC of this level, correspond-
ing to the shaded region.
In the high B⊥ regime Coulomb interactions thus mix the

jA↓i and jB↓iLLs leading to multicomponent FQH ground
states and excitations between the two sublattices [18].
At lower B field FQH states are fully polarized on one
sublattice. Multicomponent physics can nevertheless arise
from mixing between spin branches, which are split only
by the bare Zeeman energy EZ ≈ 0.115 meV × BT ½T�.
Indeed, at the lowest magnetic fields of 3 T, we estimate
that EZ ¼ 0.023EC, well below the threshold for multi-
component physics [28].
In order to address the role of spin quantitatively, we

measure thermal activation gaps νΔ in this regime as a
function of BT . νΔ measures the energy of the lowest
energy charged excitation at filling ν, which for a single-
component system is a quasiparticle-quasihole pair but in
multicomponent systems can consist of charged spin
textures. Figure 2(e) shows the evolution with BT of the
ν ¼ −1=3, −2=3, −4=3, and −5=3 gaps at B⊥ ¼ 4 T.
While the ν ¼ −1=3 and −5=3 gaps are independent of
in-plane magnetic field, the ν ¼ −2=3 and −4=3 gaps grow
rapidly with BT , consistent with spin-reversed charged
excitations [29]. For BT ≳ B�

T ≈ 6.4 T, corresponding to
κ ≳ 0.043, all four gaps are equal within experimental error
and particle-hole symmetry is restored.
The behavior at all n=3 fillings can be qualitatively

understood within a composite fermion (CF) model [31],
sketched in Fig. 2(f). In the CF picture, interacting electrons
at partial LL filling are considered as noninteracting states
of composite particles consisting of an electron and two
magnetic flux quanta. CFs experience an effective magnetic
field Beff ¼ B⊥ð1 − 2νÞ, leading to integer filling p of CF
LLs (termed Λ levels) at electron filling ν ¼ p=ð2p� 1Þ.
For simplicity, we count electronic states relative to the
ν ¼ −2 vacuum state. The −5=3 state corresponds to filling
a single Λ level, while the −4=3 consists of filling two Λ
levels. In a two-component system, the −1=3 (−2=3) state

(a)

(b)

(c) (d)

FIG. 1. Edgeless graphene devices. (a) Steps for fabricating
internal contacts. (i) Dry transfer produces a hBN/graphite/hBN/
graphene/hBN/graphite heterostructure. (ii) A hole is etched in the
top hBN and first graphite layer. (iii) The stack is flipped upside
down, exposing the second graphite layer. (iv) The exposed
graphite is etched and (v) another hBN flake deposited. (vi) A
hole is etched through the entire stack to expose the graphene for
(vii) edge contacting [5]. (b) Opticalmicrograph of deviceA. Scale
bar is 10 μm. (c) Conductance of device B at low magnetic fields.
The insulating state persisting through B ¼ 0 at charge neutrality
is associated with broken AB sublattice symmetry [23,26].
(d) Thermally activated transport at charge neutrality in device
A. The measured activation gap ΔAB ≈ 114 K.
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is related to the −5=3 (−4=3) state by particle-hole
symmetry across the two-component LL, ν ↔ −2 − ν.
In this picture, the Zeeman energy at B⊥=BT ¼ 4T=4T is

sufficient to spin polarize the−4=3 and −2=3 ground states,
but small enough that the low energy excitations are
nevertheless spin flips [32,33]. At ν ¼ −5=3, only one
level is filled in the same diagram, and spin-flip excitations
are not favored even at the lowest values of BT probed. For
BT > B�

T , however, the increased Zeeman energy makes
the spin-flip excitation energetically unfavorable even at
−2=3, resulting in a crossover to a conventional inter-Λ
level excitation without a reversed spin and a transition
between two-component and single-component FQH
physics.
Our observations are consistent with exact numerical

simulations for two-component FQH systems [34], which
predict that spin-flip excitations are relevant at ν ¼ −1=3
only for EZ < 0.009EC (B⊥ ¼ BT < 0.44 T in our devi-
ces). Similar calculations suggest that a spin-unpolarized
2=3 state should obtain only for κ < 0.017 [28,35],
corresponding to B⊥ ¼ BT < 1.8 T in our devices—just
below the regime where the 2=3 state develops in our
samples. Finally, residual interactions between composite
fermions complicate the schematic picture of Fig. 2(f):
spin-flip excitations themselves can involve multiple spins,
which manifest in the BT dependence of energy gaps as

∂Δ=∂BT ¼ sgμB, where s corresponds to the number of
flipped spins [29]. We find that s > 1 see Fig. 2(e)],
suggesting that excitations at ν ¼ −2=3 and −4=3 are
extended spin textures rather than single reversed spins.
The detailed nature of spin excitations at ν ¼ 2=3 has only
begun to be addressed numerically [36].
To access a single-component regime of FQH in gra-

phene, one needs a Zeeman energy sufficiently strong to
prevent spin-flip excitations, but B⊥ sufficiently weak to
avoid multicomponent valley physics arising from the B⊥-
tuned valley level crossing reported in Ref. [18]. Figure 2(g)
shows thermal activation gaps for a range of fractional
fillings at B⊥ ¼ 10 T and BT ¼ 14 T, well within this
regime. The energy gaps are PH symmetric across all four
individual isospin resolved LLs, as expected for single-
component FQH systems. Indeed, our measured FQH gaps
are well matched to exact diagonalization calculations [30]
using only a single phenomenological LL broadening
parameter, Γ, to capture the effects of disorder, so that
νΔmeas ¼ νΔED − Γ. All four series of gaps within the ZLL
are well fit by Γ ¼ 7.2 K. For comparison, similar analysis
on a GaAs 2DEG of mobility 7 × 106 cm2=ðV sÞ found
Γ ¼ 2 K from fitting the behavior of the 1=3 state [24].
Restriction of FQH excitations to a single spin component is
further supported by the absence of any dependence on BT ,
with gaps at B⊥ ¼ 10 T, BT ¼ 14 T equal to those

(a) (d) (e) (f)

(g)

(b)

(c)

FIG. 2. Fractional quantum Hall gaps in the zero energy Landau level. (a)–(c) Magnetotransport data from device A at
(a) B⊥ ¼ BT ¼ 18 T (b) 14 T, and (c) 3 T. (d) LL energy diagram in gapped monolayer graphene. The shaded region around the
jA↓iLL indicates energy intervals of�0.05EC; single component physics for ν ∈ ð−1; 0Þ is expected only when no other LLs are within
this range. At low B⊥, Coulomb interactions mix this level with the jA↑iLL, while at high B⊥ growing antiferromagnetic anisotropy
leads to another LL crossing and mixing with the jB↓iLL [18]. (e) BT dependence of n=3 activation gaps for B⊥ ¼ 4 T. The gaps at
−2=3 and −4=3 grow with BT below B�

T ≈ 6.4 T before saturating. Black lines indicate expected slope for spin-flip excitations involving
s ¼ 1 and s ¼ 2 flipped spins [29]. (f) Λ level energy diagram for ν ¼ −4=3. For BT < B�

T ; the polarized −4=3 state has low energy
excitations consisting of spin-reversed particle-hole pairs, while for BT > B�

T state admits only spinless particle-hole excitations.
(g) FQH activation gaps in device A at B⊥=BT ¼ 10 T=14 T. Dashed lines are numerical results for a single-component system [30]
with a constant phenomenological broadening Γ ¼ 7.2 K subtracted.
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measured at B⊥ ¼ BT ¼ 10 T within experimental
error, consistent with the second spin branch remaining
inert. We note that in systems withΔAB ¼ 0 [9,10], a single-
component regime is not accessible as the valleys are always
degenerate at the single-particle level, so that low-lying FQH
excitations at some ν will always involve intervalley
excitations.
The first excited LL, spanning −6 < ν < −2, also shows

robust FQH sequences [Fig. 3(a)]. Activation gaps,
although similarly Zeeman energy independent [see
Figs. S3(e) and S3(f) [25] ], diverge sharply from those
in ZLL [Fig. 2(g)]. Most prominently, FQH gaps are
strongly PH asymmetric even across the entire quartet
LL, i.e., νΔ ≠ −8−νΔ. This asymmetry indicates that mixing
with the ZLL and second excited level plays an important
role in determining activation gaps. In this picture, FQH
states in the FLL at high jνj mix more heavily with higher
LLs, whose orbital structure is less favorable to FQH states.
Because applicable numerical simulations are not available,
we analyze the data using a noninteracting composite
fermion picture. The CF picture predicts a linear depend-
ence of the energy gaps on ν within each FQH series, a
trend well matched by the data, and allows us to quantify
trends in ν across the level. In addition to the broadening Γ
defined above, linear fits are parametrized by a phenom-
enological composite fermion cyclotron mass mcyc such

that Δmeas ¼ ðℏeBeff=mcycÞ − Γ. Figures 3(c) and 3(d)
show the result of such fits across the LL.
We also find a new phase at integer filling ν ¼ −4,

corresponding to half filling of the first excited LL.
Figures 4(a) and 4(b) shows low B⊥ measurements in
the first excited LL, with a phase transition at B⊥ ≈ 2.3 T
evident as a rise in conductivity at ν ¼ −4 separating
distinct low- and high-B insulating states. Increasing BT by
tilting the field strengthens the high-B⊥ state, suggesting
that it is spin polarized (SP) while the low-B⊥ insulator is a
spin-unpolarized, and consequently VO, quantum Hall
ferromagnetic state [Fig. 4(c)]. The transition can be
understood phenomenologically by competition between
the spin Zeeman effect and a valley splitting ΔV , with the
transition occurring when ΔV ¼ EZ, allowing us to esti-
mate ΔV ≈ 3 K [Fig. 4(d)].
The origin of ΔV is unclear. While a sublattice gap ΔAB

generates a large single-particle splitting between valleys
in the ZLL, it generates only a small splitting ΔV ≪ 1 K
in the 1LL. It is instructive to compare the compe-
tition between the phases at ν ¼ −4 with small ΔV with
the competition between phases at ν ¼ 0 in samples
with ΔAB ≈ 0. In the latter case, the anisotropy of the
Coulomb interactions on the lattice scale [37,38] chooses
between a set of nearly degenerate isospin polarized
states. The resulting antiferromagnetic ground state can
be suppressed in favor of a spin-polarized state by large BT .

(a)

(b)

(c)

FIG. 3. Fractional and integer quantum Hall gaps in the first
excited LL. (a) Conductance of device A measured at B ¼ 10 T.
(b) Measured FQH activation gaps. Dashed lines are linear
fits to the function Δ ¼ eBeff=mcyc − Γ (defined in the main
text) for each FQH series labeled by the numerals (I)–(VIII).
(c) Composite fermion cyclotron mass mcyc and (d) broadening Γ
extracted from \the linear fits for the different FQH series I–VIII
in the first excited LL.

(a)

(c) (d)

(b)

FIG. 4. Valley-ordered (VO) phase at ν ¼ −4 in device B (for
device A, see Fig. S4 [25]). (a) Conductance in the first excited
Landau level at B⊥ ¼ BT . Two insulating states are visible, at low
and highB⊥, noted schematically in (c). (b)Conductance in the first
excited LL in tilted field, with B⊥ ¼ 0.67BT . The low-B⊥ state is
suppressed. (d) Level crossingmodel for the phase transition.AVO
state driven by a valley splittingΔV (whichmay have either single-
particle ormany-bodyorigin) is suppressedby theZeeman splitting
EZ, which favors a spin-polarized (SP) state.
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Determining the nature of the low-B insulating state at
ν ¼ −4 may involve a similarly subtle interplay of anisot-
ropies, with ΔV having either single-particle or many-body
origin.
In conclusion, we have introduced a versatile fabrication

method for producing van der Waals heterostructure
devices in which measured transport occurs entirely
through the sample bulk. We use sublattice and Zeeman
splittings to access a single-component FQH regime, and
activation gap measurements to quantify the LL broad-
ening. We find that graphite-gated graphene 2D electron
systems are comparable to high mobility GaAs quantum
wells. Future experiments may leverage this fabrication
technique, for example, to study edge transport in entirely
gate-defined devices fabricated in the interior of a single
graphene flake.
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