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A recent thermal Hall experiment triggered renewed interest in the problem of ν ¼ 5=2 quantum Hall
effect, which motivated novel interpretations based on the formation of mesoscopic puddles made
of Pfaffian and anti-Pfaffian topological orders. Here, we study an interface between the Pfaffian and
anti-Pfaffian states, which may play crucial roles in thermal transport, by means of state-of-the-art,
density-matrix renormalization group simulations. We demonstrate that an intrinsic electric dipole moment
emerges at the interface, similar to the “p-n” junction sandwiched between N-type and P-type semi-
conductor. Importantly, we elucidate the topological origin of this dipole moment, whose formation is to
counterbalance the mismatch of guiding-center Hall viscosity of bulk Pfaffian and anti-Pfaffian states. In
addition, these results imply that the formation of a dipole moment could be helpful to stabilize the puddles
made of Pfaffian and anti-Pfaffian states in experimental conditions.
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The ν ¼ 5=2 fractional quantum Hall (FQH) effect in the
second Landau level has sparked much interest in
condensed matter for decades [1–12], mainly due to its
likely non-Abelian nature and potential application in
topological quantum computation [13,14]. The leading
theoretical candidate is the non-Abelian Pfaffian (PF) state
[15,16], a fully polarized chiral p-wave state of composite
fermions [17], as supported by numerical studies [18–30].
Besides, its particle-hole conjugate partner, known as the
anti-Pfaffian (APF) state [31,32], is an equally valid
candidate, which may actually be more viable under
realistic experimental conditions [33–36]. Breaking of
particle-hole symmetry, either spontaneously or explicitly,
is crucial for the emergence of the PF or APF state.
Recently, to interpret the observation of half-integer
thermal Hall conductance that is consistent with particle-
hole symmetry [37], the particle-hole preserved PF state
was proposed [38,39]. Alternatively, the experimental
observation could be simply explained by lack of thermal
equilibration at the edge [40] (a scenario currently under
debate [41–43]), or, more significantly, by the presence of
random domains made of the PF and APF states [44–46],
similar to an earlier proposal of spontaneously formed PF
and APF strips [47]. The latter makes understanding of
PF-APF domain walls an urgent priority.
Generally speaking, the topologically protected edge

states directly reflect bulk topological order via the bulk-
edge correspondence [48–51], rendering edge the preferred
window to peek into the fascinating bulk physics in
topological states of matter [52–55]. In the particular case

of non-Abelian PF-type states, this correspondence leads to
the presence of neutral Majorana fermion modes at the edge
[56] (i.e., the interface separating the bulk from vacuum)
responsible for the half-integer quantized thermal Hall
conductance [37]. Relatively speaking, less attention is
drawn to the interface between two distinct topological
states [46,57–71], especially for those separating two
non-Abelian orders [47,72–74]. Existing theoretical
attempts mostly rely on the effective field theories, where
novel phenomena may emerge through the coupling
between the two edges that meet at the interface. While
such phenomenological theory is good at obtaining a
qualitative understanding of the possible phases, many
open questions remain and call for quantitative study by
unbiased numerical approaches [68,69]. For example, it is
extremely difficult for effective theories to determine which
interface state is energetically favored by the microscopic
interactions, as well as nonuniversal aspects like edge
reconstruction [75–78], which, in principle, could also
happen at the interface [66]. Numerical simulation is
expected, in a quantitative and unbiased way, to overcome
these challenges faced by effective field theories. It is
therefore highly desirable and urgent to develop an
advanced numerical scheme to address some pressing
problems like the PF-APF interface.
In this Letter, we construct an interface between the PF

and APF state, based on which, we investigate the under-
lying physics of PF-APF domain wall in the FQH effect at
the filling factor ν ¼ 5=2. Our approach is based on a
design of cylinder geometry by utilizing the density-matrix
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renormalization group (DMRG) algorithm. We establish
that the edge modes of the PF and APF states strongly
hybridize near the interface, indicating that counter-
propagating charge modes are fully gapped out. We show
the appearance of charge inhomogeneity around the
interface, which yields a robust electric dipole moment.
Crucially, we identify the mismatch of Hall viscosity
between the PF and APF topological orders as the driving
force behind this dipole moment, thus revealing the
topological content of the PF-APF interface, whose
possible experimental consequences will be also discussed.
Model and method.—We consider interacting electrons

in the presence of a perpendicular magnetic field on the
cylinder geometry. In the Landau gauge A ¼ ð0; BxÞ, the
single-particle orbital in Nth Landau level is ψmðx; yÞ ¼
ð1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2NN!Lyl

ffiffiffi
π

pq
Þeikmye−½ðx−kml2Þ2=2l2�HNðx − kml2=lÞ,

where the momentum along the circumference is
km ¼ ð2πm=LyÞ, and m labels the orbital center position

xm ¼ kml2 along the cylinder axis (l ¼ ffiffiffiffiffiffiffiffiffiffiffi
ℏ=eB

p
is the

magnetic length). When the magnetic field is strong, by
projecting onto the second Landau level, the many-body
Hamiltonian is written as (see Ref. [79])

Ĥ ¼
X
fmig

Vm1;m2;m3;m4
â†m1

â†m2
âm3

âm4
; ð1Þ

where a†mðamÞ is the creation (annihilation) operator of an
electron in the orbital m, and V represents matrix elements
of modified Coulomb interaction ð1=rÞe−ðr2=ξ2Þ, with a
regulated length ξ ¼ 4l [33,79]. Throughout the Letter,
total filling fraction is set to be half filled in the second
Landau level.
For numerical calculations, we apply a suitable

DMRG algorithm with multiple steps for such an
interface system. The DMRG algorithm is based on the
matrix product state representation of the ground state:

jΨA½nm�
m Þi ¼ …A½n0�

0 A½n1�
1 …j…; n0; n1;…i, where A½nm�

m are
D ×Dmatrices, and fnmg ¼ 0, 1 represents the occupancy
on orbital m. In order to model the interface, we
perform the “cut-and-glue” scheme, by combining finite
DMRG [86] and infinite DMRG [87] algorithms, as
discussed below. First, the infinite DMRG is used

to iteratively minimize ground state energy E0 ¼
hΨðA½nm�

m ÞjĤjΨðA½nm�
m Þi by optimizing A½nm�

m on an infinite
cylinder [80], which allows us to obtain the optimized
PF or APF state separately. This procedure has proven
to be efficient in the study of FQH ground states ranging
from Abelian to non-Abelian systems [33,80,84]. Second,
based on the optimized PF (APF) state living on the
infinite cylinder, we cut both of them into two halves

and then glue A½nm�
m (m < 0) from the PF state (shaded in

blue) together with A½nm�
m (m ≥ 0) from the APF state

(shaded in red), which yields an interface between the

PF and APF states (as graphically shown in Fig. 1). This
“glue” scheme has been verified with model wave functions
[68,69]. Third, by fixing the end of the PF (APF) state as
the left (right) boundary, we optimize the state via finite
DMRG on a finite segment enclosing LM orbitals (up to
LM ¼ 320) embedded in the middle of the infinite cylinder.
Here, we would like to point out methodological

advantages of our scheme. First, on the infinite cylinder,
the PF and APF states are automatically selected resulting
from spontaneous particle-hole symmetry breaking and are
treated on equal footing without any bias. Second, one can
use established techniques, e.g., entanglement spectra via a
cylinder bipartition [29,33,49], as a probe of the PF (APF)
topological order (see Fig. 1, top). Third, the microscopic
state of the interface can be resolved accurately. Our
calculation is based on a microscopic Hamiltonian instead
of model wave functions [69], so the domain wall structure
shown below represents the energetically favorable state at
the interface.
Interface structure.—We start by discussing the effective

edge theories of the PF and APF states [31,51,56,88]
(for details see Ref. [79]). There are two possible edge
structures across the interface, depending on the strength of
coupling between them [74]. If the tunneling effect across
the interface is irrelevant, the edge modes of the PF and

FIG. 1. Interface between the PF and APF topological order on
the cylinder geometry. Top: Typical orbital entanglement spectra
for gapped PF (left) and APF (right) state. The chiral dispersions
revealed in the entanglement spectra reflect spontaneous breaking
of particle-hole symmetry. Middle: Schematic representation of
the PF-APF interface in the Landau orbital (labeled as black
circle) space on the cylinder geometry. We first cut the PF (APF)
state into two halves and glue the left part of the PF state and right
part of the APF state together, which creates an interface regime
sandwiched between the PF and APF states. Bottom: The MPS
representation of the PF-APF interface.
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APF states form two (nearly) independent sets, sitting on
the left and right side of the interface (see Fig. 2, top left). In
this case, if an entanglement measurement is performed, we
expect a minimum of the entanglement entropy at the
interface, reflecting the effectively decoupled nature
between the PF and APF states. On the other hand, if
the tunneling process across the interface is strong, the
counterpropagating charge modes gap out due to the
hybridization effect. As a result, the PF-APF interface
hosts four copropagating neutral majorana modes [44–47]
(see Fig. 2, top right), allowing neutral fermion to directly
tunnel across the interface. Thus, we expect to see massive
entanglement around the interface as a signal of gap-
less modes.
Motivated by this intuition, we compute the entangle-

ment entropy and its dependence on the entanglement cut
position. We first create uncoupled edges by turning off
interaction terms crossing the interface. In this case, we
observe a dip in entanglement at the interface (Fig. 2,
bottom left). As a comparison, the result with full (trans-
lationally invariant) interaction is shown in Fig. 2, bottom
right. Far away from the interface, the entanglement
entropy converges to the value of the PF (APF) state.
Near the interface, the entanglement entropy develops a
peak centered at the interface. The appearance of enhanced
entanglement across the interface favors the strong cou-
pling picture (Fig. 2, top right) and suggests that charged
modes are fully gapped out and only neutral modes survive
around the PF-APF interface (see [79]).
Intrinsic interface dipole moment and Hall viscosity.—In

spite of the absence of charged modes, we identify
emergent charge fluctuation around the interface.
Figure 3 shows the charge distribution along the cylinder

axis. One salient feature is that charge profile smoothly
interpolates between the PF and the APF state, and a
profound charge fluctuation appears around the interface
with small ripples in the periphery of the interface.
In particular, we identify that the PF (APF) side contains
an excess of electron (holelike) chargers. [The electron
(hole)-rich region switches, if we swap the position of PF
(APF) state in Fig. 1.] For quantitative description, Fig. 3
(inset) depicts the accumulation of charge on the left and
right side of the interface. We find several notable features.
First, total charge on the left (right) part of the interface
gives ΔNL ≈ −ΔNR (in unit of e), where we define the
net charge accumulation as ΔNLðRÞ ¼

P
m≶0½hnmi − ν�.

Importantly, the total charge on each side of the interface
is equal but takes the opposite sign, which results in a
neutral charge condition without net charge accumulation.
Second, due to the hybridization effect near the interface,
the net charge on the left (right) side is not quantized, which
is dependent on the details of the interface (e.g., cylinder
circumference Ly) [79]. Third, we identify the domain wall
region with a spatial length scale dPF þ dAPF, [the distance
that domain wall penetrates into the PF (APF) side]. We
estimate dPF ≈ dAPF ∼ 8l, and it is slightly larger than
previous estimation of quasihole radii based on the PF
model wave function [89]. Last, we would like to point out
that the above finding is similar to that of the “p-n” junction
in the semiconductor, where the neutrality is lost near
the p-n interface, and the mobile charge carriers form
the depletion layer. Interestingly, different from the
p-n junction, next, we will show the origin of charge
inhomogeneity at the PF-APF interface is topological.
To gain some physical intuition of the appearance of

electric charge inhomogeneity, we first try to consider
empirical analysis in the thin-torus limit [90,91].
The typical root configuration pattern of the PF state
is …01100110…, corresponding to a generalized Pauli
principle of no more than two electrons in four consecutive

FIG. 2. Interface structures distinguished by entanglement
entropy. The interface structure in the weak coupling limit
(top left) and in the strong hybridization case (top right). Here,
black dashed lines represent the neutral chiral Majorana fermion
modes, and solid lines represent chiral boson modes of different
kinds (for details, see [79]). Bottom: The calculated entanglement
entropy ΔSðmÞ ¼ SðmÞ − SPFðAPFÞ dependence on bipartition
position m. (m ¼ 0 is the center of the interface.) The entangle-
ment entropy develops a dip in the weak coupling limit (bottom
left) and a peak structure in the strong hybridization case (bottom
right). The cylinder perimeter is set to be Ly ¼ 19l, and the bond
dimension is D ¼ 3600.

FIG. 3. Domain wall structure at the interface. The charge
distribution profile hnmi − ν (open circles) along the cylinder,
where the leftmost (rightmost) side is a uniform PF (APF) state.
The colored shade denotes the deviation from uniform distribu-
tion ν ¼ 1=2. The integration of the difference between the actual
occupation number and the uniform occupation number on the
left half ΔNL (bottom left inset) and on the right half ΔNR
(bottom right inset). The cylinder perimeter is set to be Ly ¼ 19l,
and the bond dimension is D ¼ 3600.
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orbitals. The APF root configuration is simply its particle-
hole conjugate. In order to switch from one pattern to the
other, defects must be introduced near the interface, and the
simplest one that does not change particle number is
…0110011×0j1°0011001…, where the symbol × (∘)
denotes a quasielectron (quasihole) that emerges around
the nearest four consecutive orbitals, and “j” labels the
interface position. Therefore, quasielection-quasihole pairs
naturally appear around the PF-APF interface, providing a
direct understanding on the observation of domain wall in
Fig. 3. Please note that the quasielectron and quasihole are
close to each other, and hybridization effect should be
strong, thus the charge of quasielectron (quasihole) is not
well quantized. Moreover, although this empirical method
is informative, it is not exact beyond the thin-torus limit.
Next, we will elucidate the appearance of electric dipole
around the interface is an intrinsic quantity of topological
origin (see below).
The above discussion raises an interesting question:

Is the formation of a dipole moment intrinsic to the
PF-APF interface? Or, can the quasielectron and quasihole
annihilate with each other accidentally? We now show
that the dipole moment at the PF-APF interface indeed
has topological origin by comparing the topological
content of the two bulks. The PF (APF) state carries a
different topological number, the guiding-center Hall
viscosity [92–96] ηPFH ¼ −ηAPFH , where the Hall viscosity
is determined by the guiding-center spin via ηH ¼
−ðℏ=4πl2Þðs=qÞ (in flat space-time metric). For the PF
(APF) state, the orbital-averaged guiding center spin
takes ðsPF=qÞ ¼ 1

2
and ðsAPF=qÞ ¼ − 1

2
[81], respectively.

Then, if the PF and APF states are put together,
there should be a viscous force exerted on a segment
of the interface with length dLy: dFvisc ¼ ðηPFH −
ηAPFH ÞB−1∇xEdLy [B is the magnetic field, and Eðx; yÞ is
the nonuniform electric field at the interface]. On the
other hand, around the interface, the electric field
coupled with the electric dipole leads to a force:
dFelec ¼ ðΔpx=LyÞ∇xEdLy. Here, we define the dipole
moment density as Δpx=Ly ¼ ½pxð−∞Þ − pxð∞Þ�=Ly, and
½pxðkÞ=Ly�¼−e

R
k
0 pl

2½hnpi−ν�ðdp=2πÞ. If the interface
is stable, we require the above two forces should be
balanced dFvisc þ dFelec ¼ 0. Therefore, we reach a rela-
tionship between the dipole moment density and Hall
viscosity:

Δpx

Ly
¼ B−1ðηPFH − ηAPFH Þ ¼ −

e
4π

�
sPF

q
−
sAPF

q

�
: ð2Þ

In Fig. 4 (left), we show one typical dipole moment
density dependence on momentum k across the interface.
Since the PF (APF) state is uniform in its bulk, the dipole
moment indeed converges to a finite value when k gets
large enough. Crucially, the change of dipole moment
density across the interface is ðΔpx=LyÞ ≈ 0.99 [in unit of

ð−e=4πÞ], close to the guiding-center spin difference
ðsPF=qÞ − ðsAPF=qÞ. In Fig. 4 (right), we demonstrate the
numerically extracted dipole moment density for various
cylinder width Ly, which is close to exact quantization for
all system sizes that we can reach. As we can see, the dipole
moment density is quantitatively in line with theoretical
expectation. Thus, our results demonstrate that the for-
mation of electric dipole is to counterbalance the difference
of guiding-center Hall viscosity across the interface.
Generation of domain wall by disorder.—The above

discussion demonstrates that the PF-APF domain wall
hosts an intricate structure (Sec. D.3 [79]), which is
overlooked in the effective edge theories [44–47]. It is
worth noting that it makes the domain wall energetically
favorable in the presence of an electric field. As a result, in
a real sample, sufficiently strong disorder could potentially
stabilize the PF-APF domain wall [97]. To be specific,
we first estimate the domain wall tension around σ ∼ 2.2 ×
10−3e2=l2 (Sec. D.2 [79]). To balance it, the required
electric field is around Edis ≥ σ=ðΔpx=LyÞ ∼ 2.86 ×
105 V=m (we set l ¼ 11.8 nm for B ¼ 5 T). It is largely
in the same order with the typical disorder strength in the
high-mobility GaAs=Ga1−xAlxAs samples [79]. Based on
this, we conclude the PF-APF domain wall could be
stabilized in the current experimental condition.
Landau-leveling mixing effect.—Landau-level mixing

breaks particle-hole symmetry and is important to the
nature of the ν ¼ 5=2 state [24,33,34,82]. Here, we discuss
the competition between the formation of PF-APF domain
wall and Landau-level mixing effect (Sec. D4 [79]). We
assume the puddles made of PF or APF liquids are formed
in the system, and its typical size is Ldw. On one hand,
due to the coupling between electric dipole and disorder
potential, an energy gain is estimated to be Edw

1 ≈ −σ4Ldw

(here, we assume the dipole energy gain is of the same
order as the domain wall tension based on our previous
estimate). On the other hand, the Landau-level mixing
effect induces an energy difference between PF and APF
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FIG. 4. Intrinsic dipole moment density near the interface.
Left: Dipole moment density obtained by pxðkÞ=Ly ¼
−e

R
k
0 pl

2½hnpi − ν�ðdp=2πÞ [in unit of ð−e=4πÞ]. The blue
dashed lines show predicted guiding-center spin ðs=qÞ ¼
1
2
ð− 1

2
Þ for the PF (APF) state. The system size is Ly ¼ 19l.

Right: The dipole moment density across the interface Δpx=Ly
on various cylinder width Ly. The dashed line denotes the
theoretical prediction Δpx=Ly ¼ ðsPF=qÞ − ðsAPF=qÞ ¼ 1.
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states [33,82], E0 ≈ 0.000 66κ (per electron, in unit of e2=l,
κ ∼ 1 is the Landau-level mixing parameter [30]). Thus, the
energy cost of each PF-APF puddle due to Landau-level
mixing effect is estimated to be Edw

2 ≈ E0ν½ðLdwÞ2=2πl2�.
One can see that the above two energy scales have a
different dependence on the domain wall size Ldw.
Thus, there should exist a critical length Ldw

c ∼
ð4σ=νE0Þ2πl2 ≈ 167.51 κ−1l. When Ldw < Ldw

c , the
energy scale due to the electric dipole moment predomi-
nates and the PF-APF domain wall could be stabilized,
while the Landau-level mixing effect only becomes
relevant if Ldw > Ldw

c . This mechanism should be
robust against minor modification of assumptions (e.g.,
the estimated value σ,κ). In a word, even though the
Landau-level mixing effect is considered, the formation
of PF-APF domain wall could be energetically favorable in
principle, under the condition of domain wall size below a
critical value.
Summary and discussion.—We have presented

compelling evidences that the interface between the
Pfaffian (Pf) and anti-Pfaffian (APF) states has intrinsic
topological properties. We identify an inhomogeneous
charge distribution around the interface, where an excess
of electron (hole) like chargers is pinned to the PF (APF)
side, while the charge neutrality still holds on average. In
particular, the characteristic charge profile yields an electric
dipole at the interface, which is to counterbalance the
mismatch in guiding-center Hall viscosity of the PF and
APF state.
Our results unveil a notable effect on the PF-APF

interface, which is overlooked in the previous discussions
]44–47,82 ]. This finding may shed lights on the stability of

mesoscopic puddles made of PF and APF order [79]. In
addition, the current Letter opens up a number of directions
deserving further exploration. For example, it is an out-
standing issue to characterize the topological nature of
neutral chiral modes on the interface. Numerical studies
may also further reveal rich physics of the interface made of
other exotic non-Abelian states.
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