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Abstract: Assessments of scientific reasoning that capture the intertwining aspects of conceptual,
procedural and epistemic knowledge are often associated with intensive qualitative analyses of
student responses to open-ended questions, work products, interviews, discourse and classroom
observations. While such analyses provide evaluations of students’ reasoning skills, they are not
scalable. The purpose of this study is to develop a three-tiered multiple-choice assessment to measure
students’ reasoning about biological phenomena and to understand the affordances and limitations
of such an assessment. To validate the assessment and to understand what the assessment measures,
qualitative and quantitative data were collected and analyzed, including read-aloud, focus group
interviews and analysis of large sample data sets. These data served to validate our three-tiered
assessment called the Assessment of Biological Reasoning (ABR) consisting of 10 question sets focused
on core biological concepts. Further examination of our data suggests that students’ reasoning is
intertwined in such a way that procedural and epistemic knowledge is reliant on and given meaning
by conceptual knowledge, an idea that pushes against the conceptualization that the latter forms of
knowledge construction are more broadly applicable across disciplines.

Keywords: scientific reasoning; biological reasoning; assessment; three-tiered assessment; Assess-
ment of Biological Reasoning

1. Introduction

Enhanced learning in science moves beyond memorization and recitation of funda-
mental concepts to encompass a much larger collection of sense-making activities that
resemble the cognitive, procedural, epistemic and social work of scientists [1–3]. Although
investigative activities occur in science classrooms in myriad ways, they often limit or
even neglect to deeply engage students in the explanatory and evaluative spheres of the
scientific enterprise that are essential to the development of scientific understandings [3–6].
Greater emphasis on engaging students in practices reflecting the investigative, explanatory
and evaluative spheres of science require supporting students in understanding not only
the conceptual elements involved but also the procedural and epistemic function of such
practices [3,7]. Such learning not only helps students participate in the development of
evidence-based arguments, explanations and models, but also helps them learn to evaluate
the quality of different elements of these products and how the processes involved in
developing them connect with each other [8,9]. Thus, science learning grounded in these
practices also necessitates engaging students in various forms of scientific reasoning where
they connect these different activities and products of science in complex yet coherent

Educ. Sci. 2021, 11, 669. https://doi.org/10.3390/educsci11110669 https://www.mdpi.com/journal/education

https://www.mdpi.com/journal/education
https://www.mdpi.com
https://orcid.org/0000-0002-3018-4416
https://orcid.org/0000-0001-7824-8311
https://doi.org/10.3390/educsci11110669
https://doi.org/10.3390/educsci11110669
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/educsci11110669
https://www.mdpi.com/journal/education
https://www.mdpi.com/article/10.3390/educsci11110669?type=check_update&version=2


Educ. Sci. 2021, 11, 669 2 of 20

ways [10]. We define scientific reasoning as the process that encompasses “the skills in-
volved in inquiry, experimentation, evidence evaluation and inference that are done in the
service of conceptual change or scientific understanding” [11] (p. 172), a process that brings
together conceptual (i.e., content), procedural and epistemic aspects of knowledge [3,12].

Research on learners’ engagement in scientific reasoning activities demonstrates the
complexity of such processes, particularly as they engage in the evaluative and explanatory
aspects of science [3,12]. A multitude of factors can shape how students engage in scientific
practices that serve as manifestations of scientific reasoning. Scholars have pointed to the
need to create time and space in classrooms where students are afforded opportunities to
develop the epistemic agency required to engage in reasoning activities to construct knowl-
edge [13]. Research into students’ participation in episodes of critique highlight structural
and dialogical elements of argumentation activities reliant on scientific reasoning [14].
Studies of instruction centered around students developing and refining scientific models
demonstrate that the concepts that serve as the cognitive objects involved in their reason-
ing must have a robust quality before students can connect them to broader conceptual
elements of models [15]. Enhancing students’ reasoning using scientific models requires
engaging their creativity, while also supporting their ability to understand the multiple
goals that models can help achieve [16]. However, it is important to note that students’
proficiency with procedural aspects of scientific reasoning, including experimentation and
data analysis, are supportive of their learning of conceptual objects and epistemological
characteristics [17–19]. There is some evidence to suggest that the cognitive and motiva-
tional characteristics of students are also predictive of their ability to reason across broader
disciplinary contexts [5].

Much of the research into students’ scientific reasoning when engaged in scientific
practices involves intensive qualitative analytical approaches that rely on products resulting
from relevant activities [15,20,21]. The composition and quality of students’ arguments [21],
models [15,16] and constructed responses to open-ended questions [20,22] can be coded
by multiple raters to inductively develop thematic findings or deductively assess the
alignment of students’ products to theoretically derived frameworks. Such analyses can
be extended by or complemented through separate explorations of students’ reasoning as
they are engaged in various types of individual interviews, which are then qualitatively
coded [15,23]. Other researchers explore students’ reasoning in action, relying on various
analytical approaches employing discourse analysis [14] or observation protocols [6,17]
that still necessitate qualitative coding or scoring approaches amongst multiple raters.

Another influential aspect of these analytical approaches concerns the conceptual and
disciplinary contexts within which they occur. Many of the studies identified remain tied
to particular conceptual areas within specific scientific disciplines, including thermal con-
ductivity in chemistry [21], evolutionary theory or genetics in biology [22,23] and carbon
cycling and climate change in Earth science [15]. Limited studies exist where researchers
have employed more scalable, quantitative instruments that explore connections between
students’ scientific reasoning and broader disciplinary contexts [5], multiple reasoning
competencies and skills that can be employed internationally [24,25] and measure com-
petencies among various age ranges [26]. Assessments that do exist have been criticized
because they are not psychometrically sound [26]. Additionally, most large-scale measures
across various disciplines remain focused on students’ conceptual understanding, limit-
ing the inferential capacity of such work to gain understanding about students’ scientific
reasoning [27–30]. Thus, measuring students’ scientific reasoning across a discipline and
across dimensions of scientific reasoning through more scalable quantitative approaches
remains an ongoing challenge for science education research, something that limits the
research that can be conducted.

In light of these challenges, this study focuses on the iterative development and
validation of a multiple-choice instrument using qualitative and psychometrically sound
quantitative approaches aimed at assessing dimensions of students’ scientific reasoning
across ten focal topic areas within biology, entitled Assessment of Biological Reasoning
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(ABR). As part of a broader study exploring the influence of teachers sustaining productive
classroom talk on student sensemaking [31], the effort described here involved adapting a
previously used measure of students’ ability to construct scientific explanations through
two-tiered, open-ended questioning [17]. Using the instrument and previously analyzed
student response data, we developed a three-tier multiple choice assessment exploring each
biological topic through a conceptually oriented first tier, a procedural explanatory second
tier and a newly developed epistemic third tier exploring students’ reasoning supporting
their scientific explanations. The study presented below was guided by the following
research questions:

What does a three-tier multiple choice assessment measure about students’ scientific
reasoning across a variety of scenarios relying on fundamental biology concepts?

What are the affordances and limitations of using this approach to measure students’
scientific reasoning in biology?

2. Literature Review
2.1. Scientific Reasoning

Scientific reasoning, a central feature of scientific sensemaking, has suffered from the
absence of a coherent definition. Early conceptualizations of scientific reasoning present
reasoning as a process by which one can develop understandings of science by controlling
variables and making causal inferences based on the outcomes of those tests [32,33]. This
model, which closely aligns with one methodological approach of science, that of controlled
experimentation, represents an overly narrow view of science [34] and does not capture
the complex set of reasoning strategies encompassed in the coordination of theories (prior
knowledge and beliefs) and evidence needed to generate new knowledge [35,36].

The examination of how these strategies interact and inform one another requires that
one engages in the investigative, evaluative and explanatory spheres of science described
by Osborne [37] as the spheres that position students to address questions such as “What is
nature like?”, “Why does it happen?”, “How do we know?” and “How can we be certain?”
(p. 181). As students engage in exploring these questions, they make observations to
understand natural phenomena and to figure out why something happens by constructing
and testing models and explanatory hypotheses through empirical investigations and/or
data collection that serves as a basis for argumentation and critique, a process by which
students consider explanations, the strength of those explanations and how those expla-
nations are supported by evidence [38,39]. When students come to interact in all aspects
of these spheres, they are positioned to better engage in a more holistic representation of
reasoning which includes conceptual (i.e., content), procedural and epistemic aspects of
knowledge [3,12].

Discussions as to whether such reasoning is broadly applicable across domains or is
domain-specific exist. Shavelson [40] argued that scientific reasoning can be used when
considering everyday decisions. Chinn and Duncan [41] argue that such applicability can
be applied to evaluate the trustworthiness of claims about larger scientific issues (e.g.,
global climate change) presented by the scientific community. These arguments connect
with ideas that many of the reasoning aspects, such as a claim that must be supported by
evidence, occur across disciplines (e.g., history and literature).

Other argue that scientific reasoning is domain-specific. Samarapungavan [42] sug-
gests that epistemic reasoning is tied to the role of evidence (i.e., what counts as evidence
in a knowledge claim, to what extent does it count and why does it count) in bridging
conceptual knowledge with practice within a specific disciplinary context. Kind and Os-
borne [12] describe conceptual (i.e., content), procedural and epistemic aspects of scientific
reasoning to require domain-specific concepts or the ontological entities of a disciple to
answer questions about “What exists?”, the procedures and constructs that help establish
knowledge claims and answer causal questions about “Why it happens?” and the epistemic
constructs, values and applications that support the justification of these knowledge claims
to answer questions about “How do we know?” (p. 11).
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Whether domain specific or broadly applicable, scientific reasoning that connects
conceptual, procedural and epistemic aspects of knowledge push against the traditional
focus in K-12 education of correctly reciting information about content [43]. Instead, by
emphasizing these forms of knowledge, students are asked to demonstrate an understand-
ing of content in ways that integrate how they know what they know. For example, when
the object of reasoning is to understand whether species are living or nonliving things (i.e.,
conceptual), students must understand criteria for separating these species (i.e., procedural)
and they must understand the role that categorization serves in identifying distinguishing
characteristics of living from nonliving things and the particular constructs needed to
explain the phenomena (i.e., epistemic [12]).

2.2. Reasoning in Practice

Curriculum and instruction in recent years have focused on positioning students to
engage with the forms of knowledge construction involved in reasoning through such
activities as model-based and argumentation-driven inquiry. Zagori et al. [15] and oth-
ers [44–48] suggest that models serve as tools for reasoning because they are developed
based on prior knowledge, they are used to make prediction and to generate scientific
explanation about how and why a phenomenon works, they are informed based on data
collected through investigations and observations and they serve as artifacts of new under-
standings when the initial model is evaluated and revised. Zagori and her colleagues [15]
conducted a quasi-experimental comparative study to understand how modeling-enhanced
curricular interventions supported students’ model-based explanations (e.g., conceptual
understanding and reasoning). They found that students had statistically significant gains
in their model-based explanations about water and geosphere interactions as measured
through a pre- and post-unit modeling task when supported with a rigorous curricular
intervention that provided opportunities for students to engage in scientific modeling prac-
tices (intervention 2) compared to an intervention that provided only pre- and post-unit
supplementary lessons and tasks involving modeling (intervention 1). These findings were
based on a quantitative score for each student across five epistemic features of modeling,
including components (i.e., model elements), sequences (i.e., component relationships),
mapping (i.e., relationship of model to the physical world), explanatory process (i.e., the
connections articulated between cause and effect of system processes) and scientific princi-
ple (i.e., connections to underlying scientific theory). When examining these results further,
the researchers noted that the features of components and explanatory processes explained
the difference in the aggregated feature scores. While the scores of these particular features
helped explain students’ gains in model-based explanations, they provided less insight into
how students themselves conceptualized these and other features in their models. To fur-
ther understand the results, the researchers examined students’ scores on the components
and explanatory process features in conjunction with student interview data. One key find-
ing from this examination was that students’ models served as reasoning tools to explain
how and why water flows underground when students’ models included hidden elements
under the subsurface of the earth. Swartz and colleagues [47], similarly, found that models
can serve as reasoning tools in which students improve their understandings and develop
new knowledge that encompasses the explanatory mechanisms and relationships between
components of a phenomenon, findings that required the analysis of construct maps and
focus group interviews to understand how students construct and use models.

2.3. Assessments of Reasoning

We present these studies not only to acknowledge that efforts are being made in
science education to provide opportunities to engage students in scientific reasoning but
also to acknowledge the effort and work required to assess students’ reasoning capabilities.
Such assessments require qualitative examination of student work products (e.g., models,
drawings, written work and answers to open-response questions), student interviews, stu-
dents’ discourse and engagement in reasoning tasks and activities [4,14,15,17,23]. Similar
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effort and work is required in assessing students’ reasoning capabilities in argumenta-
tion, the results of which highlight that students often struggle to understand why the
construction and generation of claims based on evidence are necessary for science learn-
ing [49–51], to analyze and discern quality evidence to substantiate their claims [52,53] and
to provide justification for the relationship between claims and evidence to support their
argument [50–55].

These findings, while useful in helping us understand students’ reasoning capabilities,
many of which are tied to specific concepts within a scientific discipline (e.g., groundwater
and water systems), are not necessarily sustainable or scalable. In response to issues of scale
that go beyond just measuring conceptual understanding, a prominent feature of many
large-scale assessments [27–30], instruments to measure students’ scientific reasoning have
been developed [26]. In a review of 38 test instruments measuring scientific reasoning,
Opitz and colleagues [26] found that most tests were related to reasoning skills associ-
ated with hypothesis generation, evidence generation, evidence evaluation and drawing
conclusions within specific scientific domains, biology being the most common (N = 13).
They found that newer assessments, those developed from 2002 to 2013 (N = 27), measure
scientific reasoning competencies as a coordinated set of domain-specific skills as compared
to the older assessments (N = 11 developed from 1973 to 1989). Additionally, they found
that, of the newer assessments, only 17 reported reliability measures and fewer reported
validity measures, a finding that led the authors to call the “overall state of psychometric
quality checks” unsatisfactory (p. 92). Only 14 of the 38 tests were multiple choice and
most were of a closed format following a tiered structure.

Tiered assessments present interconnected questions such as two-tiered assessments
that measure content knowledge in tier 1 and related, higher order thinking and explanatory
reasoning in tier two [56–59]. For instance, Strimaitis and colleagues [60] developed a two-
tiered multiple-choice instrument to measure students’ abilities to critically assess scientific
claims in the popular media. The 12-item assessment presented students with two modified
articles (i.e., dangers of high heels and energy drinks) and asked them to evaluate aspects of
the claims presented in each article (tier one) and the logic (tier two) they used to determine
their response to tier one. Such tests not only provide opportunities to quantitatively
measure students’ underlying reasons for their answer choices but they also provide
opportunities to assess the alternative conceptions that many students hold related to the
particular topic being assessed [61].

While a two-tiered assessment can provide a diagnostic measure of student content
knowledge and their explanatory reasoning related to that knowledge, it can suffer from
over- or under-estimations of student conceptions [62] or alternative conceptions [63–65],
meaning it can fail to differentiate mistakes from such things as lack of knowledge or
correct answers due to guessing [66]. To account for these estimation errors, instruments
with three and four tiers have been developed. Three-tiered assessments add a third item
that provides a measure of the student’s confidence in their answer to the first two content
and reasoning items [63]. Four tier assessments add additional items to measure the test
takers confidence in their prior answers. In a four-tiered assessment, tier one measures
content knowledge, tier two measures the student’s level of confidence in their answer to
tier one, tier three measures reasoning for tier one and tier four measures the student’s
confidence related to their reasoning in tier three [64]. The inclusion of additional tiers
to assess confidence serves as a measure of the student’s belief in their own accuracy
and provides a level of validity to their answers [67]; however, these tiers do not provide
additional measures of a student’s higher order reasoning skills nor do they attend to the
interrelated conceptual, procedural and epistemic aspects of scientific reasoning that can
be difficult to assess quantitatively and are not often assessed in this way.

Informed by the previous work that has been conducted in terms of assessments of
students reasoning and motivated by a need for a psychometrically sound measure of
students’ content knowledge and reasoning skills in biology, this research study focuses
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on the development, fine-grained analysis and validation of a multiple-choice instrument
aimed at assessing students’ scientific reasoning across ten focal topic areas within biology.

3. Methods

This research project is part of a broader professional development study focused on
supporting biology teachers’ practice to engage students in scientific reasoning through
productive scientific discourse [31]. The goal of this assessment is to measure students’
explanation of biological phenomena. This assessment was developed based on an existing
constructed response assessment used to measure students’ conceptual knowledge in
biology necessary to evaluate scientific claims [17]. Major concepts in the discipline were
selected as foci for the questions, allowing the instrument to serve as an assessment of
student learning in both secondary and post-secondary biology courses. The topics that
the assessment addresses include cell theory, meiosis, mitosis, photosynthesis and cellular
respiration, nutrient cycling, species concepts, evolution and natural selection.

This assessment was designed to understand three dimensions of students’ biolog-
ical reasoning of the 10 focal phenomena listed above operationalized within the four
styles of reasoning put forth by Kind and Osborne [12]. These styles include experimental
evaluation, hypothetical modeling, categorization and classification, and historical-based
evolutionary reasoning, and represent key practices in scientific knowledge generation.
Experimental evaluation relates to empirical investigations to establish patterns, differ-
entiate objects and test predictions. Three focal topics fall within this style, including
respiration, natural selection and photosynthesis. Hypothetical modeling relates to the
construction of models. The focal topics of Medelian genetics, mitosis and evolution fall
within this style. Categorization and classification relate to ordering based on variety and
taxonomy. Biological species concept and cell theory align with this style of reasoning.
Lastly, historical-based evolutionary reasoning relates to the construction of historical
derivations of explanations and development, which include meiosis and nutrient cycling.

The three dimensions of biological reasoning were operationalized within each of
these styles of reasoning, including conceptual knowledge (i.e., object of reasoning), pro-
cedural knowledge (i.e., use of conceptual knowledge required for reasoning within a
specific context) and epistemic knowledge (i.e., ability to justify conclusions based the
application of that knowledge). To allow for this structure, each question was framed with
an introductory scenario targeting the focal phenomenon with relevant imagery, including
graphics, tables, or charts. The first item of the 3-tier question was directed at understand-
ing students’ knowledge of specific biological concepts relevant to the focal phenomenon.
The second question was aimed at students’ use of knowledge, or their application of
biological concepts to develop explanations for the focal phenomenon. Finally, the third
question asked students to apply reasoning for their explanation by asking them to indicate
how relevant biological concepts lead to the explanation of the focal phenomenon. Each
tiered question had four answer choices that included a correct choice and distractors,
which were developed from expert responses and/or known student responses from
previous assessments.

Assessments of this nature should be validated for research purposes with the par-
ticipant populations that they are intended to be used with. Although multiple views
exist on the specific procedures that should be followed for developing educational testing
instruments [68–70], a shared consensus suggests that varied pieces of evidence should be
collected to demonstrate the properties of an instrument and the validity of the instruments’
measurements. Figure 1 provides a graphic identifying the multiple lines of evidence we
developed to demonstrate the validity of the ABR. For construct validity, we relied on the
input of experts to develop the instrument items and assess how well items measured the
targeted, theoretically grounded biological constructs. Experts were comprised of five of
the six authors and one high school biology teacher. Of the five authors, three hold two
post-secondary degrees in biology and two hold post-secondary degrees in biology and in
education. One of the experts holding a post-secondary degree in biology and in education
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was also a teacher, represented as teacher #2 in Section 3.1.4. Additionally, the high school
biology teacher (Teacher #1), who administered the assessment in her class (discussed in
Section 3.1.4), has both a teaching credential and a doctorate in biology. For criterion-related
validity, we recruited participants from different populations that theoretically differ in
their learning about the focal biological concepts. Finally, we conducted several procedures
that improved and demonstrated the reliability of the developed items, including their
interpretability by participants, analysis of distractor responses and the internal consistency
of the items. We also examined the factor structure of the respondent data to explore how
the scores from the instrument should be interpreted.
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3.1. Data Collection
3.1.1. Exploration of Wording and Coherency Issues

Two rounds of initial testing, including self-recorded read-alouds (see Section 3.1.2)
and focus group (see Section 3.1.3) interviews, were conducted to identify possible wording
and coherency issues in the 10, three-tiered questions. Each round consisted of a qualitative
focus on students’ understanding of what each question was asking and the ideas they
used to answer the question.

3.1.2. Read-Aloud Interviews

The initial round of testing occurred through self-recorded read-alouds taking approx-
imately from 30 min to 1 h. Seven participants took part in individual read-alouds; one
individual had completed high school Biology Honors, three participants were high school
biology students and the other three were enrolled in a post-secondary General Biology
Laboratory course for non-biology majors. During the read-aloud, each participant read
each test item aloud, discussed how they answered the item (e.g., how they arrived at the
right choice and why they eliminated certain answer choices), they identified any parts
they found difficult or confusing and they made suggestions for item improvement.

3.1.3. Focus Group Interviews

Two virtual focus group interviews were conducted through Zoom. Two participants,
one high school Biology and one post-secondary General Biology Laboratory student, took
part in the first focus group, which took 2 h and 20 min. During this focus group, the
participants answered, annotated and discussed 6 of the 10 questions, including Mendelian
genetics, natural selection, nutrient cycling, cell theory, photosynthesis and mitosis. Be-
cause of time limitations, the participants in this group answered and made notes on the
remaining four questions not addressed in the meeting within one day of the interview. The
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second focus group interview had six participants—one high school Biology Honors, two
high school Biology and three post-secondary General Biology Laboratory students—and
took 2 h and 15 min to conduct. The sequence of the questions was changed for this inter-
view to ensure that feedback for the items that the first group did not have time for in their
focus group were examined. In this case, participants answered, annotated and discussed
questions related to meiosis, evolution, species concepts and respiration before answering
the six questions that the first group started with (i.e., Mendelian genetics, natural selection,
nutrient cycling, cell theory, photosynthesis and mitosis).

Both focus group interviews were led by the first author. She followed the same
protocol for each interview. In this protocol, participants were introduced to the general
structure of the assessment (i.e., three-tiered), they were provided a link to an individual
Google document with the assessment questions and then they were asked to work through
one three-tiered question individually before coming back together to discuss the question
as a group. Students were asked to annotate questions indicating the correct answer, the
pieces of the questions that helped them arrive at their answer and to mark any parts
that were confusing. Once all students completed the question, the interviewer asked all
participants to describe how they solved the problem, the essential pieces of the question
that helped them answer it and whether they found any parts of the question or the
language of the question difficult, challenging, or confusing. This pattern continued until
students cycled through all or most questions. At the end of the interview, participants
were asked to discuss if they noticed any changes in how they thought about or read the
item for each question and if there were any directions or markers that they wished they
had been provided when answering the questions.

3.1.4. Large Sample Data Collection

After completion of the qualitative analysis of the assessment, the instrument was
administered to a larger population of students in two rounds to identify if there were any
problematic items that potentially needed adjustments. Each round required students to
complete the assessment and these data were analyzed for internal consistency.

The first round of analysis focused on examining student assessment data from two
teachers (Table 1), one who taught high school Advanced Placement (N = 45 students)
and International Baccalaureate Biology classes (N = 15 students) and one who taught a
post-secondary General Biology Laboratory course (N = 27 students). The purpose of this
analysis was to determine if there were any problematic items and if any items needed to
be adjusted. This round also allowed for an examination of item distractors to ensure that
they aligned with the internal consistency analyses.

Table 1. Participant information for round 1 data collection.

Teacher School Type Course Title Number of Students

1 high school Advanced Placement Biology 45
1 high school International Baccalaureate Biology 15
2 post-secondary General Biology Laboratory 27

The second round of testing focused on completing final factor analysis, as well as a
reexamination of distractor and consistency data. In the distractor analyses, any item with
more students selecting an incorrect item choice than the correct item choice was flagged
for follow-up review. For internal consistency, Cronbach’s alpha was calculated for each
scale and alpha values for the scale if each item was removed. We looked for any items
where the deletion of the item would increase the scale reliability. More details on the
analysis and results can be found in Sections 3.2 and 4. For this purpose, data from three
teachers’ classrooms collected at the end of the semester were included in the data set. Data
were collected from two high school biology teachers (Table 2), one of which participated
in the first round of quantitative data collection who taught Advanced Placement (N = 72
students) and International Baccalaureate (N = 20 students) Biology courses and one teacher,
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denoted as teacher #3 in Table 2, who taught Advanced Placement Biology (N = 7 students).
Additionally, data were collected from teacher #2 who participated in the first round of
quantitative data collection. Seven post-secondary students enrolled in her General Biology
Laboratory took the assessment in this round.

Table 2. Participant information for round 2 data collection.

Teacher School Type Course Title Number of Students

1 high school Advanced Placement Biology 72
1 high school International Baccalaureate Biology 20
2 post-secondary General Biology Laboratory 7
3 high school Advanced Placement Biology 7

3.2. Data Analyses
3.2.1. Qualitative Analyses of Individual and Group Interviews

Transcripts were produced for each individual read-aloud and focus group interview
for the relevant analyses. For the individual read-alouds, the transcripts were analyzed
by the team to identify areas that needed to be clarified, changed, or improved in the
assessment. The research team reviewed the participants’ responses to the assessment
items and the reflective questions concerning clarity of the text and conceptual coherence.
As each item and question set was reviewed, the research team identified specific similar
challenges mentioned by at least 3–4 students. Similarly, transcripts of the focus group
responses for each question set were reviewed. With these transcripts, any issue that
maintained the focus of the group’s discussion for a significant amount of time was
given priority. For the analysis of the individual read-aloud interviews, the research team
maintained a stronger emphasis on clarity of the text and how well participants were able
to interpret the instrument. For the focus group analysis, greater attention was given to the
participants’ grasp of the concepts and explanations being provided by the instrument. For
both analyses, the researchers collectively identified patterns in the participants’ responses
and negotiated the manner in which they were addressed as a group. These changes are
discussed further in Section 4. Changes occurred after each round of analysis and the
revised assessment was used in the next round of data collection.

3.2.2. Quantitative Analyses of Students’ Responses to the Instrument

For both rounds of quantitative data analysis presented in this paper, the analyses
were conducted using a classical test theory (CTT) approach. The purpose of the first
two round of testing for this instrument was to provide preliminary validity evidence
before the team conducted large-scale data collection. CTT analyses are more appropriate
for smaller sample sizes and provide baseline evidence for the instrument’s validity so
that the team could begin large-scale data collection for future item response theory (IRT)
models with greater confidence in the instrument. The first round of quantitative data was
analyzed to assess how well the questions and responses were interpreted by students.
For this round of analysis, the research team primarily focused on the distractor analysis
and the percentage of students selecting the preferred response. The items that resulted in
participants responding with distractor choices for over 50% of the sample were reviewed
for clarity. These metrics were determined using SPSS 27. After completion of this analysis,
three items were adapted in order to improve performance, where text was altered to
clarify distinctions between popular distractor responses and preferred responses. Further,
this analysis explored how students in the different courses performed on the assessment
to understand the instrument’s ability to distinguish between theoretically distinct groups.

The analysis of the second round of quantitative data involved several procedures
aimed at assessing the reliability of the instrument as a measure of students’ scientific
reasoning in biology. The second round of quantitative data analyses focused on the
several psychometric properties of the items in the assessment, including item difficulty
and discrimination, distractor analysis, internal consistency analysis and exploratory factor
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analysis. For distractor analysis, the frequencies of the responses to all four options
of each item were calculated using SPSS 27. Any items with distractors which had a
higher percentage of students selecting a distractor over the correct answer were flagged
for further review. In addition to distractor analysis, we also calculated item difficulty
(percentage of students obtaining the item correct or p-value) and item discrimination
(a point-biserial correlation between the dichotomous variable for obtaining the item correct
and the student’s summed score on the rest of the items). The results of the item difficulty
and discrimination analyses are presented in Table 3. To evaluate the internal consistency
of the instrument, we calculated Cronbach’s alpha to measure internal consistency using
SPSS 27 for the overall instrument and for each of the tiers in the assessment. Finally, to
test for the dimensionality of the instrument, we conducted an exploratory factor analysis
(EFA). Dichotomously coded variables were used, with 0 indicating that a student obtained
the item incorrect and 1 representing that the student obtained the item correct. The EFA
was conducted in Mplus 8.4 [71], using the weighted least squares mean and variance
adjusted (WLSMV) estimator.

Table 3. Item Difficulty and Discrimination.

Item Number Difficulty
(p-Value)

Discrimination
(Point-Biserial Correlation)

Tier 1

Q1.1 0.533 0.603
Q2.1 0.598 0.574
Q3.1 0.411 0.599
Q4.1 0.673 0.287
Q5.1 0.411 0.457
Q6.1 0.411 0.428
Q7.1 0.645 0.596
Q8.1 0.626 0.607
Q9.1 0.617 0.515
Q10.1 0.514 0.511

Tier 2

Q1.2 0.561 0.383
Q2.2 0.579 0.429
Q3.2 0.495 0.292
Q4.2 0.262 0.260
Q5.2 0.514 0.368
Q6.2 0.355 0.233
Q7.2 0.439 0.405
Q8.2 0.673 0.339
Q9.2 0.383 0.282
Q10.2 0.533 0.328

Tier 3

Q1.3 0.542 0.448
Q2.3 0.607 0.463
Q3.3 0.336 0.406
Q4.3 0.234 0.193
Q5.3 0.477 0.570
Q6.3 0.430 0.432
Q7.3 0.439 0.349
Q8.3 0.589 0.511
Q9.3 0.533 0.469
Q10.3 0.430 0.197
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4. Results
4.1. Evidence for Construct Validity—Initial Item Development and Review

As stated previously, the ARB instrument arose from the adaptation of a previously
developed and validated instrument aimed at measuring students’ ability to construct
scientific explanations using core biology ideas [9]. That instrument consisted of two tiers of
open-ended, constructed response questions aligned with several theoretical frameworks
describing fundamental biological knowledge [10]. This assessment was reviewed by
several biologists and biology educators and found to have translational validity, in that all
the experts agreed that the instrument measured important concepts and explanations in
biology, thus also supporting the construct validity of the ARB. Experts developed ideal
answers for the constructed response version that were used to develop the scoring rubrics
for the open-ended version of the first- and second-tier questions. For the current ARB
instrument, the expert-generated rubrics served as the guide for developing the correct
multiple-choice responses for all of the first- and second-tier questions in the ARB. Further,
the authentic student responses from data collected in previous studies were reviewed
by the research team to develop the distractor responses for the first and second tiers.
To establish construct validity for the third-tier questions and responses, a new panel of
experts, all who had a minimum of two post-secondary degrees in biology and advanced
study in education, reviewed the third-tier questions and agreed they assessed biological
reasoning. The third-tier responses also aligned with theoretical descriptions of how core
science ideas are used to develop scientific explanations through reasoning [8,72]. Taken
together, these efforts support the construct validity for the ARB instrument.

4.2. Evidence for Validity—Outcomes from Qualitative Interview Stages

The analysis of the two rounds of interview data led to several changes in the original
iteration of the instrument. One major revision resulting from the initial round of think-
aloud individual interviews entailed creating a relatively standardized structure for each
tier in the question set for each topic area. The original question stems for the first and
second tiers mirrored the question stems from the original constructed response instrument
and the third-tier stem followed a general structure of “Which of the following best
describes your reasoning for the choice you made in the previous question (#2)? (2nd tier
question)”. However, participants experienced difficulty in distinguishing the intent of
the third-tier reasoning question from the second-tier question asking them to develop an
explanation of the presented scenario using the focal concept from the first tier. Confusion
between developing an explanation or the role of evidence in argumentation with the
underlying reasoning has been noted in other studies, thus the students’ struggle was not
surprising [8,73]. To address this issue, all second-tier questions, which originally varied
greatly in structure, were aligned more closely to a general form of “Use your knowledge
of X (Focal concept in 1st tier) to select the statement that best explains Y (Focal scenario
for each topic).”

This revised standardized structure was used during the focus group interviews
and this set of students described the structure to be clear and logically presented. For
instance, they discussed how the first-tier questions required that they pull from their prior
knowledge about the concept, the second-tier ones required that they apply that knowledge
to a scenario that they considered to have real world applications, which were sometimes
novel to them, and the third-tier ones required that they describe their reasoning for that
choice. In addition to this group understanding this structure and feeling comfortable in
answering the question based on this structure, they also identified that the consistency of
this structure helped them understand the nature of the assessment and the connection
between the tiers as they progressed through the questions.

Further issues emerging from the analysis of several rounds of interview data broadly
related to the semantic structures of the items and potential responses. Several of these
issues surfaced as participants considered several of the distractor answer choices. Both
individually and in the focus groups, some distractor answer choices seemed too attractive
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when compared to desired answer choices. As the research team reviewed these items,
the appeal of these distractors followed one of two trends. The first trend involved the
distractor response using more generalized language while mainly differentiating through
one or two critical terms from the desired response, which typically used slightly more
technical wording. The slight variation in ease of comprehension led to the selection of the
distractor over the desired response. To address this trend, the responses were edited to
limit the level of technicality of each response and to expand the critical elements of the
distractor to be more apparent. The second trend in participants’ preference for certain
distractor responses related to variation in the volume and length of text in the possible
responses in the questions. If a particular response was longer and greater in word volume,
participants typically deliberated more about their appropriateness and selected those
distractors, even if the desired response had less length and volume. To address this trend,
the length and volume of all responses for each question set were revised so that they were
relatively equal to each other.

One last structural issue that arose for particular question sets involved the nature
of the graphics used to accompany the focal scenario for each question set. Specifically,
the graphics used in the questions about cell theory, mitosis, photosynthesis and cellular
respiration went through several revisions to enhance the clarity of the image and provide
a more nuanced representation of the scenario. The photosynthesis and cellular respiration
question sets rely on the same experimental scenario using indicators to note the production
and use of carbon dioxide in test tubes with plants and animals. The original image used
involved black and white graphics only at the beginning of the questions. However,
after some revisions, participants engaged in more thoughtful reasoning when color was
added to the graphics and the answer choices were aligned to repeated elements from the
overarching graphic. As these two questions rely on the evaluation of experimental data,
rather than already analyzed forms of data, these revisions appeared to be particularly
helpful in supporting participants’ engagement with those questions.

4.3. Initial Evidence for Reliability—Outcomes of Quantitative Data Collection and Analyses

For the first round of quantitative data collection, the research team analyzed the
results to determine how well the revisions to the textual structure and complexity of
the responses supported participants selecting the desired response compared to the
distractors. From this analysis, two issues arose that required attention to certain questions
and responses. The first issue involved trends in responses to several first-tier questions,
which asks respondents to select an answer that best described or defined the focal science
concept for the question set. The analysis showed that, for four of these first-tier questions,
participants selected one or two distractor responses at levels that were 10–25% greater
than the desired response level. Upon review of these first-tier questions, all four followed
a similar structure of asking a “negative” question, such as “Select the answer that does
NOT represent the products of meiosis.” Based on this pattern in the larger data set, the
research team chose to revise those first-tier questions to a more affirmative format, such
as “Select the answer that best represents the products of meiosis.” The second issue
concerned further challenges involving high similarity between the desired response and a
particular distractor for three questions, which were revised further to distinguish between
the two selections.

The second round of quantitative data collection provided more participant responses
than the first round of data collection, while also allowing all course groups to complete
their course of study in biology. The analyses for this data set aimed to explore several
psychometric properties of the instrument to provide preliminary evidence for reliability
and validity of the instrument. The first analytical step involved further distractor analysis
for each item. The results from this analysis demonstrated that only two items had response
rates which were significantly higher for a particular distractor (>10%) than the desired
response. These particular items included the second- and third-tier questions for the
question set involving cellular respiration. For both questions, the more popular distractor
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response involved a critical error that misrepresented the role of oxygen in the process of
cellular respiration, where O2 was treated as a reactant rather than a product of the process.
Understanding this specific role of oxygen is a key element of a sophisticated understanding
of cellular respiration and more advanced reasoning through the experimental scenario
presented in the question. Thus, the research team chose to retain these items in their
forms as the distractor can help discern learners with more advanced biological reasoning.
Only two other distractor responses garnered a slightly higher response rate than their
corollary desired response item (<10%), but the review of those items did not demonstrate
a compelling need for revision. All other distractors did not reach a response level higher
than the desired correct response for the other questions. See Table 3 for a summary of
item difficulty and discrimination.

The next psychometric analysis involved assessing the internal consistency of the
instrument as a whole and of the three different tiers of question types by calculating a
Cronbach’s alpha for each subset of the data (see Table 4). For all items together, Cronbach’s
alpha was 0.905. When looking at the individual tiers within the assessment, the first-
and third-tier subsets met the commonly adopted threshold of 0.7 [74]. The second tier
had an alpha value slightly below 0.7. Follow-up analyses of item statistics for the second
tier showed the deletion of any one item would not have increased the overall internal
consistency for this tier, indicating that no item was problematic enough that deleting it
from the instrument increased the overall reliability. The reduced internal consistency for
the second-tier questions was not unexpected, as these questions are the most unique indi-
vidually due to the different scenarios presented for each biological topic. Thus, the nature
of the appropriate explanations for each scenario involved different reasoning processes,
including experimental evaluation, application of analogical models and comparison of
classification structures [12].

Table 4. Internal consistency for instrument and question tiers (Cronbach’s alpha).

Overall Instrument 1st Tier 2nd Tier 3rd Tier

0.905 0.830 0.672 0.744

To test for initial dimensionality of the instrument, we conducted an EFA in Mplus
version 8.4 using the WLSMV estimator. For this, dichotomously coded variables were
used, with 0 indicating that a student obtained the item incorrect and 1 representing that
the student obtained the item correct. The resulting scree plot is presented in Figure 2.
To interpret the scree plot, we first identified the elbow point in the plot, indicating the
number of factors at which point factors stop explaining significant portions of the variation
and only considered factors to the left of that point significant. Our plot has an elbow
point at 2 factors, indicating that only a one-factor model should be considered, based on
these data. The plot provides preliminary evidence for a one-factor structure of the item
response data. With an elbow point at factor 2, the plot indicates that only the first factor
explains a significant amount of variance. For this analysis, two- and three-factor structures
were considered. A three-factor structure would be plausible considering the conceptual,
procedural and epistemic characters of the different question tiers. A two-factor structure
would be plausible in light of the intertwined nature of the procedural and epistemic tiers
with respect to the responses. The result of the one-factor structure is intriguing in light of
scientific reasoning, as it lends support to the notion that all three elements of reasoning are
necessary and possibly inseparable for an instrument in this format. However, we consider
these factor analysis results to be preliminary due to the small sample size available. In the
future, we plan to distribute the model to a large sample of students and we will conduct a
more thorough examination of dimensionality through both exploratory and confirmatory
factor analyses as preliminary stages to our planned IRT models.
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4.4. Evidence for Concurrent Validity

Another outcome from the analyses of the larger sets of data is the development
of preliminary evidence for the instrument’s ability to distinguish between groups of
learners who are theoretically distinct. The instrument was administered at the beginning
and end of a spring semester course sequence for all three groups. However, the group
of participants in the International Baccalaureate Biology course completed a previous
semester of biology instruction in the fall. Due to the school schedule structure, a semester-
long course in this school equaled what is typically considered a year of typical instruction
in most schools. Students in the Advanced Placement Biology and post-secondary General
Biology Laboratory course were just beginning their continued study of biology, thus
having to rely more on remembered prior knowledge to complete the instrument. That
said, the post-secondary students, accepted for study at a research-level university, would
be reasonably expected to have at least a slightly more developed conceptual capability
in the sciences than Advanced Placement Biology students, who mostly had received
introductory-level instruction in life science a few years prior. Thus, it is reasonable to
expect the International Baccalaureate Biology students to score better than the other course
groups, as they experienced the most recent direct instruction in biology. Further, due to
their advanced experience with schooling, it was expected that the post-secondary students
would score better than the Advanced Placement Biology students. Disaggregating the data
by the different course groups confirmed these expectations, as seen in Table 5, offering
evidence to support the concurrent validity of the instrument’s ability to distinguish
between theoretically different groups.

Table 5. Average percent correct responses across all items by course group, round 1 data.

Advanced
Placement Biology

International
Baccalaureate Biology

General Biology
Laboratory

Average mean correct 0.35 0.69 0.42

Standard deviation of
mean correct 0.10 0.18 0.18

To test for significant differences in the average scores across these groups in the first
round of data collection, we ran a Kruskal–Wallis one-way ANOVA in SPSS version 27.
The non-parametric Kruskal–Wallis was selected because the data in our sample were
not normally distributed, which would have resulted in a violation of assumptions in
a traditional one-way ANOVA. The test indicated that, overall, there were significant
differences between the groups (H(2) = 23.130, p < 0.001). Post hoc tests revealed signifi-
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cant differences between Advanced Placement Biology and International Baccalaureate
biology (p < 0.001) and between International Baccalaureate Biology and General Biology
Laboratory (p = 0.001), but no significant difference between General Biology Laboratory
and Advanced Placement Biology (Table 6).

Table 6. Average percent correct responses across all items by course group, round 2 data.

Advanced
Placement Biology

International
Baccalaureate Biology

General Biology
Laboratory

Average mean correct 0.43 0.70 0.50

Standard deviation of
mean correct 0.10 0.15 0.24

As in round one, we examined the average scores across the different course types to
establish concurrent validity for the ARB using the second data set. To test for significant
differences in the average scores across these groups, we ran a Mann–Whitney U test in
SPSS version 27. The non-parametric Mann–Whitney test was selected for round two data
because the sample size for General Biology Laboratory was not large enough to test for
statistical significance and the data was not normally distributed, consistently with round
one data. The Mann–Whitney test indicated a significant difference between the scores of
Advanced Placement and International Baccalaureate Biology (U = 314.5, p < 0.001).

5. Discussion

Using the collection of evidence described above, we assert that the preliminary
evidence supports the Assessment of Biological Reasoning as a valid assessment instrument
for measuring high school students’ reasoning capabilities across several major biological
topic areas. The resulting ABR assessment consists of 30 questions divided into 10 question
sets connected to 10 biological topic areas, with each set including three tiered questions
with four answer choices each (see Supplementary Materials for the full instrument).
The three-tiered nature of the question sets align with the three recognized dimensions
of scientific reasoning [3,12], including a conceptually oriented question comprising the
primary object of reasoning, a procedural oriented question that engages the student
in developing scientific explanations for the scenarios grounding the question and an
epistemically oriented question exploring how a respondent uses the focal science concept
to construct their preferred explanatory response. Using a validation framework stemming
from the work by Trochim [70] and used in previous validation work by the authors [9],
we collected an assemblage of evidence that demonstrates the construct validity, criterion
validity and reliability of the ABR instrument.

Through the development of the ABR, the research team gained some insight into
the nature of students’ reasoning in biology. When developing the instrument, we were
not sure if the multiple tiers of questions within a set would be reliant or independent
of each other, as each set had a specific focus on a specific ontological/conceptual com-
ponent but each tier of questions focused on a different component of reasoning. This
question regarding the interactive nature of the components stems from descriptions that
primarily place domain specificity within the ontological/conceptual component, while
the procedural and epistemic components of scientific reasoning have more domain gen-
eral characteristics [12]. Based on the EFA analysis conducted with the largest sample of
responses, the one-factor structure confirmed for the ABR provides preliminary evidence
that domain-specific/general distinctions among the three components are not borne out.
Rather, although procedural and epistemic dimensions of reasoning may broadly be ap-
plied across disciplines, as all science disciplines involve experimental design, modeling
and classification, our results suggest that those reasoning components are given meaning
by their ontological element. That is, investigating students’ ability with certain scientific
reasoning activities must pay attention to the ontological/conceptual components of the
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activity. This conclusion resonates with other studies that demonstrate that conceptual
awareness can improve the overall quality of the verbal argumentation that students
engage in, but it is important to indicate that students’ epistemic practices can improve
separately from conceptual awareness [17]. Additionally, it is important to note that the
ABR is mute regarding this point, as the design of the ABR negates this possibly, even if it
is sound, given the design of this standardized measure.

The analyses of students’ thinking and reasoning during the qualitative data collection
also support the intertwined nature of the three tiers of questions within each set. Consider-
ing the outcomes described above, an interesting pattern emerged when we examined the
questions for which students’ expressed difficulties—particularly interpretive difficulties
as opposed to simple unfamiliarity with the concept. In the instances, when students
encountered interpretive difficulties with a particular question set, we came to understand
the students’ self-generated descriptions of the focal concepts became a standard by which
the students’ judged the phrasing of the other response items. It seems that students
assessed the language in the responses for the second and third tier through their personal
understanding of the focal concepts. This pattern offers an explanation for why the nega-
tively phrased first-tier questions in a previous iteration of the ABR did not produce high
correct response rates. This relationship can also help understand how the role of graphics
changed and enhanced students’ ability to reason through the scenarios, as they provided
a conceptual anchor for those questions that could have assisted students in navigating
the second- and third-tier questions. The importance of conceptual clarity for respondents’
reasoning resonates with findings of earlier studies that speak to the importance of the
quality of the cognitive objects involved in students’ reasoning [15].

6. Limitations and Implications

The research team recognizes that the ABR instrument and the current validation
efforts do have some limitations that should be acknowledged. First, the assessment, while
focusing on key biology topics covered in high school and post-secondary education is
limited in nature because of this focus. As our results suggest, the ontological/conceptual
component of the assessment are interconnected such that the application and reasoning
components cannot be disentangled. As such, the ABR instrument is limited in use to
biology classes.

Second, the nature of the assessment, while allowing the quantitative assessment of
scientific reasoning to be conducted in a controlled format that can be uniformly imple-
mented and easily scored in a short amount of time for a large sample of students, has its
limitations [75,76]. One such limitation is that the multiple-choice format is constrained and
does not assess reasoning that may occur in what Chinn and Duncan [41] call “the wild”.
By this they mean that multiple-choice and, even, assessments with open-ended questions
do not capture students’ reasoning that is observable during performance tasks, inquiry
activities, or through direct open-ended, person-centered questioning (questions related
to students’ ideas) that can be employed by teachers in situ [41,75]. Additionally, while
multiple choice tests may have advantages over open-response questions, which often
also assess a student’s writing ability, they are open to issues of guessing and test taking
strategies such as using clues provided by particular words or statements in a question [75].

Third, as a multiple-choice style assessment, there are valid critiques that the wording
of response items requires students to comprehend and use language that may not be
familiar or representative of their thinking [77]. However, we endeavored to make the
language of the response items more accessible by generating many of them from previously
recorded student responses and iteratively refining the instrument based on qualitative
data from interviews. Similarly, the language used in the question sets is relatively complex
and may present challenges for some students. The inclusion of the graphics for each
question works to support the interpretability of the questions, but those may not be
sufficient and further scaffolding to support students’ interpretation of meaning may
necessitate further investigation of the ABR. Although the sample sizes for this study were
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not overly large, further research being conducted will provide a much larger data set that
will help advance the validation of the ABR and the findings related to measuring students’
biological reasoning.

Much of the groundbreaking work into students’ reasoning in science has been neces-
sarily content-embedded and heavily descriptive, often relying on participant observations
and analysis of students’ work products and discourse [14,15,20,21]. Given the intensive
nature of such investigations, such work is simply not scalable, something that limits the
advancement of this line of research. In response to this and to the need for psychometri-
cally sound assessments [26], the ABR represents a contribution to research into secondary
students’ reasoning in biology, as it is domain- and grade level-specific for measuring
students’ reasoning in secondary level biology. Although some in-depth assessments of
students’ reasoning with certain biological topics already exist [22,23], extant assessments
across the discipline of biology are primarily limited to measuring conceptual understand-
ing [28]. Thus, the introduction of the ABR represents an advanced tool for the field to
use to measure more complex learning and reasoning in secondary biology classrooms,
something needed if the field is to move toward larger scale studies involving students’
biological reasoning.
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