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ABSTRACT
We perform two-dimensional Fourier transform spectroscopy on magneto-excitons in GaAs at magnetic fields and observe Zeeman splitting
of the excitons. The Zeeman components are clearly resolved as separate peaks due to the two-dimensional nature of the spectra, leading to
a more accurate measurement of the Zeeman splitting and the Landé g factors. Quantum coherent coupling between Zeeman components
is observed using polarization dependent one-quantum two-dimensional spectroscopy. We use two-quantum two-dimensional spectroscopy
to investigate higher four-particle correlations at high magnetic fields and reveal the role of the Zeeman splitting on the two-quantum tran-
sitions. The experimental two-dimensional spectra are simulated using the optical Bloch equations, where many-body effects are included
phenomenologically.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0070113

I. INTRODUCTION

Optical excitations in semiconductors lead to excitons, the
Coulomb bound electron–hole pairs. Excitons in GaAs are well
explained by the Wannier theory.1 An externally applied magnetic
field will quantize the energies and angular momenta of the charged
particles and thus change the electronic state of an exciton. The
energy of each exciton state varies with the magnetic field depending
on the basic exciton parameters. Therefore, magnetic fields provide
a valuable tool to characterize various exciton properties, such as
the effective mass, binding energy, Bohr radius, and Landé g-factor.
The strength of the magnetic field compared to the exciton bind-
ing energy determines the energy shift of the exciton. Therefore,
at relatively low magnetic fields where the effect of the Coulomb
interaction is larger than that of the magnetic fields, one observes a
quadratic shift of the exciton energy. Alternatively, in the high mag-
netic field limit where the effect of the external field dominates, the
exciton states show a linear energy shift with magnetic fields, similar
to free electron–hole pairs.2,3

In addition to the diamagnetic energy shift, the external mag-
netic fields lead to the Zeeman splitting of the excitons according to

the electron spin and hole angular momenta. The energy shift of the
electron and holes in a magnetic field is determined by its effective
g factor. The free-electron spin splitting factor, of value g = 2.0023,
defines the influence of the external magnetic field on the doublet
of otherwise degenerate electron states with spin s ± 1/2. However,
the interaction of electron states with the lattice potential in crystals
leads to a renormalization of the g factor value.4,5 The correct deter-
mination of this splitting and its dependence on physical parameters
is essential for a proper interpretation of optical experiments in
magnetic fields. Furthermore, it could serve as an important tool
in constructing theoretical models for the band structure and exci-
ton mixing in bulk and two-dimensional materials. The difficulty in
the optical determination of the exciton Zeeman splitting is that at
small and moderate fields below 10 T, this splitting is smaller than
the exciton linewidth. Therefore, it cannot be easily resolved using
linear spectroscopy techniques.

The exchange interaction and Zeeman splitting of excitons in
bulk GaAs and quantum wells have been studied both experimen-
tally and theoretically.6–10 The experimental studies include photo-
luminescence spectroscopy using circularly polarized light,11 four-
wave mixing (FWM) quantum beat spectroscopy12 spin quantum
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beats, measuring the transverse and longitudinal g factor in quan-
tum wells, as well as overall dependence on the quantum well layer
width and more details of the g factor anisotropy.13–15 These studies
showed that in GaAs quantum wells, the Landé g factor has a strong
dependence on the quantum well width.

More recently, excitons in quantum dots16 and monolayer tran-
sition metal dichalcogenides (TMDs)17 have been the subject of
study in high magnetic fields. Experimental studies of the mag-
netic field dependence of excitons in MoSe2, WSe2, WS2

18–23 have
been compared with theoretical k ⋅ p24 and first-principles calcu-
lations25 of the Zeeman splitting in monolayer TMDs. The picture
became more interesting when g factors of ∼9.5 were experimentally
observed for dark exciton states in bilayer WSe2

26 and when inter-
layer excitons in heterobilayers of TMD where demonstrated to have
g factors of ∼6.7 and ∼16,27 which deviate even more from the value
expected for ground state excitons in TMDs. Recent first-principle
calculations conclude that due to specific optical selection rules, g
factors in TMD heterostructures are strongly spin- and stacking
dependent.25

Furthermore, external magnetic fields can distort the exciton
and enhance higher order four-particle correlations.28 The quantum
coherence and correlations between excitons in undoped semicon-
ductor quantum wells have been studied extensively using time-
integrated, time-resolved, and spectrally resolved four-wave mixing
(FWM) spectroscopy and have provided important insights into
the many-body interactions taking place.29–31 The time-resolved
coherent spectroscopy provides unique tools to study the dynam-
ics of strongly correlated systems, since it can probe direct contri-
butions that occur as a result of four-particle and higher terms in
perturbation theory. One excellent example of the role of many-
body interactions is the appearance of a signal for “negative delay”
in FWM experiments.28,32–44 The occurrence of the FWM signal
at negative delays is the result of four-particle correlations effects.
The appearance of the four-particle induced negative delay signal
becomes much more pronounced in bulk GaAs under magnetic
fields, becoming equal to the “positive delay” signal at 10 T and
showing a non-exponential rise. This surprising effect was attributed
to non-Markovian memory effects.32,34,35

Recently, two-dimensional Fourier transform (2DFT) spec-
troscopy was developed and has provided new insights in the many-
body physics of excitons in semiconductors.44–53 The correlated
nature of the frequency axes can reveal underlying physics in the
form of two-dimensional line shapes and additional peaks in the
2DFT frequency spectra.54 In this article, we perform 2DFT spec-
troscopy on the high quality bulk GaAs crystal at magnetic fields
up to 10 T and perform theoretical simulations based on the optical
Bloch equations in order to reproduce the experimental data. The
S1 2DFT spectra provide insight into the homogeneous linewidth
of excitonic transitions at high magnetic fields, as well as the
Zeeman splitting and the exciton g-factor. The two-dimensional
nature of the spectra provides a much more convenient and clear
method of measuring the Zeeman splitting and determining the
g-factors. In order to further investigate the previously observed
non-Markovian dynamics in the negative delay signal, we acquire
S3 2DFT spectra at different magnetic fields up to 10 T. We observe
changes in the cross-peak intensities with increasing magnetic fields
and attribute it to the Zeeman splitting of the excitons. These
changes are well reproduced using the optical Bloch equations.

II. EXPERIMENT AND SAMPLES
The experimental setup used in the present study is shown in

Fig. 1(a). Three laser pulses are incident on the sample in direc-
tions k⃗a, k⃗b, and k⃗c separated by the time delays τ and T, and the
FWM signal evolves during the time t [Figs. 1(b) and 1(c)]. The
third-order nonlinear interaction gives rise to a signal in the direc-
tion −k⃗a + k⃗b + k⃗c. By varying the time delay τ and monitoring the
FWM intensity, referred to as time integrated FWM, the dephasing
time of excitons can be measured. In 2DFT spectroscopy, the time
delays τ or T and t are monitored simultaneously while scanning
with interferometric precision and accurately preserving the phase.
The Fourier transform to the frequency domain with respect to the
two time delays τ and t leads to correlated two-dimensional fre-
quency spectra dependent on ωτ and ωt .57,58 When the spectra are
plotted with respect to −ωτ and ωt , the resonances probed appear
along the diagonal, whereas signatures of quantum coherent cou-
pling can be manifested as cross-diagonal peaks.59 Furthermore, the
two-dimensional line shapes are highly sensitive to the many-body
interactions in the sample, making this technique very suited to
study many-body effects.

By varying the “positive” time delay τ in Fig. 1(b) and moni-
toring the FWM intensity, referred to as time integrated FWM, the
dephasing time of excitons can be measured. When the phase con-
jugate pulse A∗ arrives at the sample last, the “negative” time delay
leads to two-quantum coherences [Fig. 1(c)]. In order to generate
the 2DFT spectra, a Fourier transform is performed with respect to
two of the time variables, while the third is held constant. For the
“positive” delay signal, the Fourier transform leads to 2DFT spec-
tra in the frequency domain described by S1(ωτ , T, ωt), whereas
for the “negative” delay signal, two-quantum coherences appear in
the S3(τ, ωT , ωt) spectra. The advantages of multidimensional spec-
troscopy are well documented in the literature,57,60–65 where in semi-
conductor nanomaterials, 2DFT spectroscopy has provided insights
into the microscopic details of the many-body interactions.46,48,53

The laser pulses with a duration ∼130 fs were generated by a
standard tunable Ti:sapphire oscillator. The sample was held at 1.6 K
inside the Oxford Spectromag magneto-optical cryostat. The mag-
netic field was applied in the Faraday geometry perpendicular to
the sample surface and could be varied from zero up to 10 T. The
sample consists of an ultra pure 200 nm thick GaAs layer grown by
molecular beam epitaxy (VB0915).

III. RESULTS AND DISCUSSION
In bulk GaAs, the Jh = 1/2 and Jh = 3/2 valence band states are

split by the spin–orbit interactions. The Jh = 3/2 top valence band
states are fourfold degenerate and belong to the Γ8 symmetry group,
whereas the electron states at the conduction band minimum are
twofold spin degenerate and belong to Γ6 group. The symmetry of
the lowest 1s exciton in bulk GaAs at the Γ point is determined by
the direct product of the Γ6 (S = 1/2) conduction electron and the
Γ8 (Jh = 3/2) valence hole, leading to the following irreducible rep-
resentations Γ6 ⊗ Γ8 = Γ5 ⊕ Γ4 ⊕ Γ3. In the J–J coupling scheme for
excitonic states, the first term corresponds to states with total angu-
lar momentum J = 1 and the latter two correspond to states with
J = 2. The electron–hole exchange interaction lift the degeneracy
between the Γ5 and the Γ4, Γ3 states, or the J = 1 and J = 2 excitonic
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FIG. 1. (a) Schematic of the experimental setup: The four phase-stabilized laser beams are provided by the MONSTR instrument.55,56 Three beams labeled as A∗, B,
and C are used to generate the FWM signal, where A∗ corresponds to the phase conjugate beam. The beams are aligned in the three corners of a square. The FWM
signal generated at the sample propagates along the missing corner (direction ⃗−ka + k⃗b + k⃗c). A fourth beam labeled as Ref. is used to trace the FWM and as the local
oscillator for heterodyne detection. The samples are kept at 1.6 K inside the magneto-optical cryostat (VB0915). Magnetic fields up to 10 T are applied perpendicular to
the sample surface in Faraday geometry. The FWM signal is heterodyne detected and dispersed into a spectrometer. The Fourier transformed spectral interferograms
lead to the 2DFT spectra. (b) Pulse sequence leading to the S1 2DFT signal ( ⃗−ka + k⃗b + k⃗c). (c) When the phase conjugate pulse A∗ arrives last, the S3 2DFT signal is
obtained, corresponding to the direction k⃗a + k⃗b − k⃗c . (d) The level scheme for the mh = ±3/2 and mh = ±1/2 excitons in bulk GaAs. In the absence of magnetic fields,
the degeneracy between the mh = ±3/2 and mh = ±1/2 excitons is lifted by the external strain. Magnetic fields further lift the degeneracy between the mh = +3/2 and
mh = −3/2 (mh = +1/2 and mh = −1/2) excitons. The blue and red arrows represent excitations with σ− and σ+ circularly polarized light. (e) The “W-diagram” includes
exciton and two-exciton (four-particle) states in the absence of magnetic fields showing the different pathways that excitons and two-exciton states can be formed using σ−
and σ+ circularly polarized light. It can lead to two mh = ±3/2 or mh = ±1/2 exciton states or mixed two-exciton states.

states, where in the absence of external perturbations, the J = 1 is
optically allowed and the J = 2 is forbidden.66,67

The electron–hole exchange interaction splitting between the
J = 1 and J = 2 has been measured experimentally and calculated
theoretically. The measured values of the exchange interaction split-
ting vary between 20 and 370 μeV.68–70 External perturbations such
as magnetic fields can mix the states and J = 2 states can become
allowed. The magnetic fields also lead to the Zeeman splitting of the
excitonic mJ components, which are polarization dependent and can
be selectively excited. In the Faraday configuration, two transitions
belonging to the J = 1 exciton and two transitions belonging to the
J = 2 each with mJ = ±1 can be selectively excited with σ± circularly
polarized light.71–77

External strain shifts the electronic bands, lowers the crystal
symmetry, and splits the valence Jh = 3/2 band at the Γ− point into
∣Jh = 3/2, mh = ±3/2⟩ and ∣Jh = 3/2, mh = ±1/2⟩ states.78–80 Holes
from these bands now can form excitons with conduction band elec-
trons, where each exciton is composed of a mh = ±3/2 or mh = ±1/2
hole and one mS = ±1/2 electron. At zero magnetic fields, the ∣Jh
= 3/2, mh = ±3/2⟩ and the ∣Jh = 3/2, mh = ±1/2⟩ excitonic states are
degenerate. At finite magnetic fields, in addition to the diamagnetic
energy shift, the degeneracy of the mh excitonic states is lifted. In the
Faraday configuration, four allowed transitions, two with mJ = +1
and two with mJ = −1, can be selectively excited using circular polar-
izations, where mJ here refers to the exciton total angular momen-
tum projections. These four excitonic transitions are schematically

shown in Fig. 1(d) at zero and finite magnetic fields. Furthermore,
exciton and two-exciton transitions are shown in Fig. 1(e) in the
absence of external magnetic fields.

In our sample, we would expect one strong transition belonging
to the free exciton, but in the S1 2DFT spectra at (H, H, H, H) polar-
izations, we observe two peaks with a ∼2.5 meV splitting between a
stronger peak, labeled as A, and a weaker peak B. These peaks fall
along the diagonal of the 2DFT spectra in Fig. 2(a). A strong and
a weak feature can be observed in the absorption and FWM spectra
plotted above. The expected fine structure splitting between the J = 1
and J = 2 excitons due to the electron–hole exchange interactions is
in the sub meV range.68–70 The energy position of the 1s state of the
free exciton was accurately measured and reported at ∼1.5153 eV
and that of the 2s excited state ∼3.2 meV higher at ∼1.5185 meV,
leading an exciton binding energy of ∼4.2 meV and a lowest direct
bandgap energy of ∼1.5195 meV.71,74,81 The observation of the low-
est excitonic state peak A at somewhat higher energy (∼1.5175 eV),
and the somewhat arbitrary splitting of peaks A and B indicates the
presence of external strain in our sample, likely originating from the
substrate removal and mounting on the quartz substrate.82,83

A. Theoretical simulations
The FWM signal is a result of the third order nonlinear polar-

ization of the material P(3) = χ(3)E3 (omitting the vector and tensor
notation), where χ(3) is the third order non-linear susceptibility and
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FIG. 2. Experimental S1 2DFT spectra at different polarizations (a) (HHHH) and (d) (HVVH), where the polarizations correspond to A∗, B, C, and detection, respectively.
The spectrally resolved FWM and the absorption (Abs.) are shown above the experimental 2DFT spectra. (b) Double-sided Feynman diagrams contributing to the S1 and
S3 signals. The state ∣0⟩ corresponds to the semiconductor ground state, the state ∣1⟩ corresponds to exciton state, and the state ∣2⟩ corresponds to the two-exciton
four-particle state. The “W-diagram” used in the simulations takes into account the two types of excitons with mh = ±3/2 and mh = ±1/2 with different energies and their
spins. The mh degeneracy is lifted at finite magnetic fields and circular polarizations can be used to access the individual spin states. The diagram includes two branches
for the mh = ±3/2 and mh = ±1/2 excitons and mixed exciton states. Many-body interactions are included phenomenologically by introducing an energy shift of the two-
exciton states, labeled in the diagram as ΔB1, ΔB2, and ΔB, for the two mh = ±3/2 exciton, the two mh = ±1/2 exciton, and mixed two-exciton states, respectively. (c) and
(e) Theoretical spectra calculated using the optical Bloch equations where many-body effects such as EID and EIS are included phenomenologically for the (HHHH) and
(HVVH) polarizations, respectively.

E3 are three incident electrical fields. In our experiment, the elec-
tric fields E are provided by three incident laser pulses. The field
of each laser pulse can be expressed as Ei(r, t) = Êiei(kir−ωit) + c.c.,
where Êi, ki, and ωi are the field envelope, wavevector, and angu-
lar frequency of the ith pulse. The total field generating the third
order polarization P(3) is the sum of the three incident pulses:
E(r, t) = ∑i Ei(ri, ωi, t − ti), where the ith laser pulse arrives at time
ti. The material’s response is essential in generating the third order
polarization and is contained in the third order susceptibility χ(3).

An equivalent form of writing the third order polarization P(3)

that explicitly contains the time ordering of the laser pulses is given
in the time domain by

P(3)(r, t) = ∫
∞

0
dt3∫

∞

0
dt2∫

∞

0
dt1R(3)(t3, t2, t1)E(r, t − t3)

× E(r, t − t3 − t2)E(r, t3 − t2 − t1), (1)

where R(3) is the third order response function that contains the
interactions of the light fields with the material system, including
the material’s optical dipole moments μ, transitions frequencies, and
excited state dynamics. The description via the response function
provides a convenient way to describe the light–mater interactions
in terms of Liouville space double-sided Feynman diagrams. In the
limit of impulsive excitation, where the pulse duration is short com-
pared to the system dynamics and the pulse delays, each pulse can be
approximated by a delta function. This approximation together with
choosing a certain phase matching condition (S1) ⃗−ka + k⃗b + k⃗c and
(S3) k⃗a + k⃗b − k⃗c, which can be achieved by simply changing the laser
pulse ordering, further simplifying the calculation of P(3) in Eq. (1),
by reducing the number of Feynman diagrams that contribute to
each technique.

Density matrix theory is the method of choice in treating exper-
iments using ultrashort laser pulses because it provides dynamic
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variables that are directly related to observables. The density matrix
formulation can be used to simulate the third order response of the
system and to generate sum-over-states expressions for the response
function R(3). In the dipole approximation, the equations of motion
for the density matrix ρ are the optical Bloch equations, which can
be derived from the Liouville equation,

ih̵
dρ
dt
= [Ĥ, ρ], (2)

where H is the total Hamiltonian including the light–matter inter-
action given by −μE(r, t). The inclusion of the Coulomb interac-
tions and the resulting semiconductor Bloch equations are crucial in
describing the nonlinear optical response of semiconductors, lead-
ing to excitation induced shift (EIS) and excitation induced dephas-
ing (EID). In the present work, we solve the optical Bloch equations
and include EIS and EID phenomenologically due to the complexity
of solving the semiconductor Bloch equations. Each quantum path-
way of the optical Bloch equations can be conveniently described by
a double-sided Feynman diagram, describing the time evolution of
the density matrix. The Feynman diagrams for a ladder diagram that
includes one and two excitons states are shown in Fig. 2(b) for the
S1 and S3 technique. For the S1 technique, where the phase conju-
gate pulse A∗ (−k⃗1) arrives at the samples first, the evaluation of the
optical Bloch equations leads the three double-sided Feynman dia-
grams, known as ground-state bleaching, excited-state emission, and
excited state absorption, from left to right, respectively.

These diagrams are applied to the W-diagram shown in the
same Fig. 2(b), which includes two branches for the mh = ±3/2 and

FIG. 3. (a) Schematic of the peak structure of the 2DFT spectra. The A and B
labeled peaks represent the heavy and light hole excitonic resonances, respec-
tively. The C and D labeled peaks correspond to the anticipated cross peaks. (b)
S1 2DFT spectra at magnetic fields of 2 T and polarizations (HHHH), where the
polarizations correspond to A∗, B, C, and detection, respectively. The spectrally
resolved FWM and the absorption (Abs.) are shown above the experimental 2DFT
spectra. (c) Theoretical spectra calculated using the optical Bloch equations where
many-body effects such as EID and EIS are included phenomenologically.

mh = ±1/2 excitons and mixed exciton states. Many-body interac-
tions are included phenomenologically by introducing an energy
shift of the two-exciton states, labeled in the diagram as ΔB1, ΔB2,
and ΔB, for the two mh = ±3/2 exciton, the two mh = ±1/2 exci-
ton, and mixed two exciton states, respectively. This scheme has
been used in the past to simulate the 2DFT spectra of excitons
in bulk GaAs and quantum wells.46,84–87 Furthermore, we include
the effects of magnetic fields, which lift the degeneracy between
the mJ = +1 and mJ = −1 excitons. The Zeeman splitting of the
mh = ±3/2 and mh = ±1/2 excitons in magnetic fields into mJ
= +1 and mJ = −1 excitons and their coupling are included in the
simulation.

The S3 technique, where the phase conjugate pulse A∗

(−k⃗3) arrives at the sample last, leads to two-quantum transitions
described by the two Feynman diagrams shown in Fig. 2(b). These
are applied to the W-diagram by taking into account all different
pathways, two-quantum mh = ±3/2, two-quantum mh = ±1/2, and
mixed excitons in order to simulate the two-quantum 2DFT spectra
in Fig. 6. The equal splitting of the mJ = +1 and mJ = −1 excitons in
magnetic fields is assumed to mutually cancel out at the two-exciton
level.

FIG. 4. (a) and (b) Experimental S1 2DFT spectra at 10 T and with (σ+σ+σ+σ+)
and (σ−σ−σ+σ+) polarizations, where the polarizations correspond to A∗, B,
C, and detection, respectively. The spectrally resolved FWM and the absorption
(Abs.) are shown above the experimental 2DFT spectra. (c) and (d) Calculated
S1 2DFT spectra at 10 T and with (σ+σ+σ+σ+) and (σ−σ−σ+σ+) polarizations
using the optical Bloch equations, where many-body effects such as EID and EIS
are included phenomenologically.
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B. One-quantum 2DFT spectra
Excitons in bulk GaAs under magnetic fields are expected to

experience diamagnetic energy shift and Zeeman splitting of the
total angular momentum projections. The diamagnetic shift leads
to an energy shift of excitons for both orbital angular momentum
projections mj = ±1.88 Electrons and holes have spin and orbital
angular momentum, and therefore, excitons will experience a finite
magnetic dipole moment in external magnetic fields, proportional
to the projection of the angular momentum mJ . This leads to the
Zeeman splitting of the energy levels, with an energy shift propor-
tional to gμBBmJ , where g is the Landé factor, μB is the Bohr mag-
neton, and B is the magnetic field. Considering the total angular
momentum of the mh = ±3/2 and mh = ±1/2 excitons, the optically
allowed excited states require the total angular momentum projec-
tions to be mJ = ±1. Therefore, at high fields, the mh = ±3/2 and
mh = ±1/2 excitons should experience similar Zeeman splitting, dif-
fering by the Landé factors g, which are renormalized for electrons
and holes in solids.

We continue our discussion with the S1 2DFT spectra at zero
magnetic fields shown in Fig. 2. The size of the splitting between
the mh = ±3/2 excitons labeled as peak A and mh = ±1/2 excitons
labeled as peak B depends on the strength and nature of the strain
and thus will not be discussed.78,79,82,89–91 The 2DFT data are col-
lected for two different polarizations (H, H, H, H) and (H, V, V, H),
where each polarization corresponds to A∗, B, C, and detection,
respectively. The 2DFT spectra is consistent with what has been

observed in bulk GaAs without magnetic fields, and the polariza-
tion (H, V, V, H), referred to here as cross-linear, enhances the cross
peaks labeled in Fig. 2 as C and D.82 The experimental data have been
simulated for both polarizations using the optical Bloch equations,
where many-body effects such as EIS and EID have been included
phenomenologically.

At 2 T, the measured S1 2DFT spectra at (H, H, H, H) polar-
izations are shown in Fig. 3(b). The horizontal polarizations do not
favor any particular transition in the W-diagram in Fig. 1(e). We
observe a narrowing of the diagonal and cross-diagonal peaks in
the 2DFT spectra, and a splitting of the mh = ±3/2 exciton peak A
starts to appear. Two cross-diagonal peaks labeled as C and D indi-
cate quantum coherent coupling between mh = ±3/2 and mh = ±1/2
excitons in the 2DFT spectra. The absorption spectra shown in the
same figure show only two peaks, whereas the FWM reveals more
structure in the area marked by the blue bracket. A schematic of
the expected peak structure due to the Zeeman splitting is shown
in Fig. 3(a). The ability to resolve the subcomponents depends on
the size of the Zeeman splitting and width of the transitions. How-
ever, the ability of the 2DFT technique to spread the resonance and
coupling peaks in the two-dimensional Fourier plane provides clear
advantages in identifying the underlying Zeeman components. The
Zeeman splitting depends on exciton angular momentum projection
mJ and magnetic field B. In Fig. 3, the 2DFT peaks have been labeled
as Axx, Bxx, Cxx, and Dxx, where the subscript corresponds to the
Zeeman subcomponents.

FIG. 5. (a)–(e) Experimental S3 2DFT
spectra at (HHHH) polarizations as a
function of magnetic fields, at 0, 2, 4, 6,
8, and 10 T, respectively. The ωT axis is
twice the ωt axis, reflecting two-quantum
transitions.
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Spectrally resolved and time-integrated FWM can provide only
limited insights into the underlying Zeeman splitting. In the absorp-
tion, only the two main ±3/2 and mh = ±1/2 exciton peaks can be
observed. The spectrally resolved FWM does provide some indi-
cation to the Zeeman splitting, with additional peaks appearing
marked by the bracket, but the peak structure is very difficult to
disentangle. Exciting an excitonic system subjected to a magnetic
field, with a linearly polarized pulse that has larger spectral width
than the Zeeman splitting, creates a superposition of the two exci-
tonic states. In a FWM experiment, this gives rise to deep temporal
oscillations in the emitted signal, reflecting quantum beats between
the two states. Quantum coherence between excitons in GaAs was
first observed as quantum beating in the FWM decay. However,
one-dimensional FWM spectroscopy could not unambiguously dis-
tinguish between quantum and polarization beating. It is the advent
2DFT spectroscopy that could differentiate between the two pro-
cesses.59 In the present study, 2DFT spectroscopy reveals the full pic-
ture, including the strong quantum coherent coupling between the
Zeeman components and all the couplings and relaxation pathways
between transitions. The experimental 2DFT data have been simu-
lated by introducing additional resonances in the original theoretical
model according to Fig. 2(b) in order to account for the Zeeman

splitting. The simulated 2DFT spectra are shown in Fig. 3(c), and
the relative peak intensities and the two-dimensional line shapes are
well reproduced by the simulated 2DFT spectra.

Increasing the magnetic field leads to larger Zeeman splitting
and narrower lines. At 10 T, the structure of the Zeeman compo-
nents becomes apparent. The co-circular (σ+σ+σ+σ+) polarization
sequence is shown in Fig. 4(a). The co-circular polarizations sup-
press the cross-diagonal peaks and enhance the diagonal peaks. The
simulated 2DFT spectra are shown in Fig. 4(c). The overlap between
the peaks can shift their center position and complicate their assign-
ment. The overlap between close lying peaks can alter the relative
intensity of the peaks. It is the cross-circular (σ−σ−σ+σ+) polar-
ization sequence in (Fig. 4) (b) that suppresses the diagonal peaks,
thus enhancing the cross peaks that reveals the underlying Zeeman
splitting and the quantum coherent coupling between the Zeeman
components. The four peaks for the heavy and light holes are labeled
as Axx and Bxx and are marked by red arrows. The two peaks along
the diagonal, which were labeled as A1 and A2 or B1 and B2 in
Fig. 3(a), correspond to the Zeeman components, whereas the cross-
diagonal peaks labeled as A12 and A21 or B12 and B21 in the same pic-
ture indicate quantum coherent coupling between the two Zeeman
components.57 The combination of the multidimensional nature of

FIG. 6. (a)–(e) Simulated S3 2DFT spec-
tra at (HHHH) polarizations as a func-
tion of magnetic fields, at 0, 2, 4, 6, 8,
and 10 T, respectively. The ωT axis is
twice the ωt axis, reflecting two-quantum
transitions.
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2DFT spectroscopy with polarization selection can reveal the full
underlying peak structure, which is not obtainable in the spectrally
resolved FWM and absorption spectra shown in Fig. 4 above the
2DFT spectra.

The measured Zeeman splitting for the mh = ±3/2 exciton is
∼0.7 meV and the mh = ±1/2 exciton is ∼0.8 meV. These values lead
to g factors of ∼1.2 and ∼1.4, respectively. In the S1 2DFT spectra, the
profile of the resonance along diagonal line, marked by the dashed
black line in Fig. 4, provides the inhomogeneous linewidth of the
excitonic transition. The inhomogeneous excitonic linewidth is what
is usually obtained in absorption, photoluminescence, or spectrally
resolved FWM. It is dominated by the Gaussian distribution of fre-
quencies due to the imperfections of the GaAs crystal. We measure
an inhomogeneous linewidth of ∼0.6 meV, which emphasizes the
high quality of the GaAs crystal. The cross-diagonal profile of the
resonance provides the homogeneous linewidth of the exciton tran-
sitions.92 We obtain homogeneous linewidths of ∼0.5 and ∼0.6 meV
for the mh = ±3/2 and mh = ±1/2 excitons at zero and low magnetic
fields, respectively. The homogeneous linewidth is reduced to ∼0.3
and ∼0.4 meV at 10 T for the mh = ±3/2 and mh = ±1/2 excitons,
respectively.

C. Two-quantum 2DFT spectra
In order to further explore the non-Markovian dynamics

observed previously on the negative delay FWM signal,33,34 we
proceed by discussing the S3 two-quantum 2DFT spectra. The
increase in the negative delay FWM signal accompanied by the non-
exponential rise was attributed to enhanced exciton–exciton correla-
tions due to the external magnetic field. The S3 two-dimensional line
shape does provide insights into the degree of four-particle correla-
tion in the system.93 The S3 2DFT spectra for the (H, H, H, H) polar-
ization sequence is shown in Fig. 5 for several magnetic fields. The S3
signal is due to four-particle correlations and requires two magneto-
excitons to generate a two-quantum transition. However, the nega-
tive delay signal can originate from unbound exciton–exciton cor-
relations or from bound biexcitons.28,46,85–87 The exciton binding
energy in bulk GaAs is ∼4.2 meV, which would lead to a small biexci-
ton binding energy. The biexciton peak would appear shifted off the
diagonal from peak A in Figs. 5(a)–5(f). Instead, peak A appears as
a single peak at all magnetic fields, indicating that it originates from
exciton–exciton correlations.

Peak A, which originates from two mh = ±3/2 excitons, dom-
inates the spectra at zero and low fields. Peak B originating from
the mh = ±1/2 excitons is much weaker due to the center frequency
of the exciting laser and its lower oscillator strength. With increas-
ing magnetic fields, cross peaks C and D become stronger, and at
the highest field of 10 T, cross peak D dominates the 2DFT spec-
tra. The line shapes of the S3 2DFT peaks indicate a large degree of
correlation.93 We model the effect of the external magnetic fields on
the two-exciton transitions by incorporating the Zeeman splitting
of the individual mh = ±3/2 and mh = ±1/2 excitons. We simulate
the effect of the magnetic fields by energetically shifting states of
opposite spins in opposite directions. The Zeeman effect on the two-
exciton states leads to a progressive strengthening of cross peak D in
the S3 2DFT spectra with increasing magnetic fields. The simulated
2DFT spectra at the different magnetic fields are shown in Fig. 6 up
to 10 T.

IV. CONCLUSIONS
We perform one-quantum S1 and two-quantum S3 2DFT spec-

troscopy on magneto-excitons at magnetic fields up to 10 T and
at 1.6 K. The polarization dependent S1 2DFT spectra reveal a
Zeeman splitting of the mh = ±3/2 and mh = ±1/2 excitons. The
one-dimensional spectroscopies such as absorption and spectrally
resolved FWM obscure the Zeeman components. It is the two-
dimensional nature of the 2DFT that facilitates the accurate mea-
surement of the Zeeman splitting, leading to Landé g-factors of ∼1.2
and ∼1.4 for the mh = ±3/2 and mh = ±1/2 excitons, respectively.
Furthermore, quantum coherent coupling is observed between the
Zeeman components, revealed by their cross diagonal peaks A12 and
A21 for the mh = ±3/2 exciton and B12 and B21 for the mh = ±1/2
exciton. Furthermore, the two-quantum S3 2DFT spectra reveal
changes in the peak intensities with increasing magnetic fields. These
changes were attributed to the effect of the Zeeman splitting on the
two-exciton transitions and were modeled by energetically shifting
states of opposite spins in opposite directions. The experimental
2DFT spectra are well reproduced by the simulated response using
the optical Bloch equations, where many-body effects are included
phenomenologically.
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