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Abstract
We report a true wideband Fourier transform (FT) EPR detection capability at 
the uniquely high frequency of 94 GHz (W-band). It is based on the quasi-optical 
HiPER spectrometer developed at the University of St. Andrews, into which we have 
integrated an arbitrary waveform generator (AWG) that is used to modulate the out-
put from a solid-state multiplier chain prior to amplification, generating up to 1 kW 
microwave power with 1 GHz instantaneous bandwidth. Benchmark experiments are 
presented for a standard TEMPOL radical, which comprises a 500 MHz broad EPR 
spectrum at W-band. Using a single adiabatic chirp pulse, efficient inversion of this 
spectrum is demonstrated, enabling frequency-dependent studies of the longitudinal 
magnetization recovery in the time-domain, again via chirp pulse echo detection. 
From these measurements, an anisotropy in the spin–lattice relaxation time, T1, can 
be determined with ease for TEMPOL. In addition, we implement the FT detec-
tion scheme for multi-dimensional (electron–electron double resonance, or ELDOR) 
experiments, demonstrating the full capabilities of the HiPER spectrometer. As an 
example, we present a chirp pulse, FT-detected version of the ELDOR NMR tech-
nique for the TEMPOL radical.

1  Introduction

Modern pulsed EPR spectroscopy is often performed at high magnetic fields and fre-
quencies, as it can offer superior spectral resolution [1–3], sensitivity [4, 5], and ori-
entation selectivity for anisotropic spin systems [6, 7]. Until recently, technological 
limitations associated with commercially available microwave components typically 
limited high-frequency EPR (HFEPR) experiments to narrow excitation bandwidths 
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that are orders of magnitude smaller than the linewidths observed in commonly 
studied spectra. Thus, wideband measurements were performed in a time-consuming 
manner, where the applied magnetic field or frequency was progressively iterated in 
small steps [8]. By contrast, NMR spectroscopists began to utilize Fourier transform 
(FT) techniques in the 1960s to overcome similar limitations in the radio-frequency 
range [9], thereby mostly avoiding the limited bandwidth problem except in cases of 
quadrupolar nuclei [10, 11]. In particular, the advent of arbitrary waveform genera-
tors (AWGs) in the early 1990s largely eliminated the bandwidth problem in NMR 
[12, 13]. Gradually, this technology has matured to a point where AWGs may be 
employed as universal signal sources that provide complete amplitude and phase 
control over a given bandwidth, and at ever increasing frequencies, to the extent 
that commercially available devices now extend into the microwave regime [14, 
15]. Consequently, these agile signal generators now provide a platform to perform 
FT-detected EPR [16–18], particularly at the widely used X-band frequency where 
high-power wideband amplifiers needed for pulsed studies are readily available due 
to their widespread use in telecommunications. The most popular applications have 
involved the generation of frequency-swept pulses for wideband inversion in dipo-
lar spectroscopies such as double electron–electron resonance (DEER) [19, 20] and 
efficient saturation in dynamic nuclear polarization (DNP) schemes [21–23]. Up to 
now, broadband FT EPR detection has been limited to Q-band (34 GHz) [24].

The development of a quasi-optical pulsed EPR spectrometer (HiPER) at the Uni-
versity of St.  Andrews utilizing a high-power extended interaction klystron (EIK) 
amplifier capable of delivering peak powers exceeding 1  kW, with an instantane-
ous bandwidth of 1 GHz, opened the door to true FT HFEPR at W-band (94 GHz) 
[25, 26]. Here, we report the integration of an AWG capability into a clone of the 
HiPER spectrometer installed at the US National High Magnetic Field Laboratory 
(NHMFL) in 2015; a detailed technical description of the spectrometer can be found 
in Ref. [25]. To demonstrate implementation of the AWG, we describe various 
pulsed HFEPR experiments utilizing the FT detection method on a dilute sample of 
the TEMPOL radical.

2 � Theory of Adiabatic Pulses

The most widely employed approach to broadband FT EPR is based on the applica-
tion of frequency-swept chirp pulses. This section briefly discusses the character-
istics of such pulses [27, 28], which are defined by associated adiabaticity param-
eters. In modern electronics, adiabatic pulses are experimentally executed via 
time-dependent amplitude and phase modulation. However, the underlying princi-
ples and resultant effects on a given spin vector are best understood in a frequency 
modulated (FM) reference frame [29], also known as the rotating frame. The micro-
wave magnetic field, B1(t) , which is confined to the (xy-) plane perpendicular to the 
applied static B0-field (//z), then undergoes amplitude and phase modulation, with 
the latter referenced to a fixed axis defined by the center frequency, �0 , associated 
with the chirp. At time, t, the microwave B1-field in the FM frame can be expressed 
as:
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with �1(t) (in angular units) and �(t) being the time-dependent microwave ampli-
tude and phase, respectively; �e is the electron gyromagnetic ratio. If one further 
defines Δ�(t) as the frequency difference between the instantaneous microwave fre-
quency �(t) and the center frequency, �0 , so that Δ�(t) = �(t) − �0 , then Δ�(t) is 
related to the accumulated phase by the following integral:

with tp being the pulse duration, while t is the time referenced to the center of the 
pulse, which lies within the interval [− 1

2
t
p
,+

1

2
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p
] . The combination of Eqs. (1) and 

(2) and the time dependence of Δ�(t) completely define the chirp pulse. Depending 
on the nature of the frequency sweep, chirped pulses can be defined in variety of 
ways [27].

To obtain the experimental results, later described in Sect. 4, we have employed 
chirped pulses with a wideband, uniform rate, smooth truncation (WURST) win-
dowing function [30]. A WURST pulse is characterized by a frequency sweep that 
is linear in t, and a time-dependent sine function that smoothly modulates the ampli-
tude of the rising and falling edges of the pulse (Fig. 1a). Therefore, the chirp rate in 
a WURST pulse can be defined as k = �sw∕tp , with �sw being the total sweep width. 
With these constraints, and in the context of Eq. (1), a WURST pulse is most gener-
ally defined by:

 and

where �Max is the maximum amplitude. The shape of WURST pulses can vary sig-
nificantly according to the user-specified exponent N : small N largely truncates the 
total bandwidth of the pulse, while N > 50 is desirable for smooth raising and falling 
edges without losing too much bandwidth (see Fig. 1a).

Given the above description of the microwave magnetic field associated with a 
chirped pulse, we can now describe the necessary conditions to achieve adiabaticity. 
The vector sum in Eq. (5) represents an effective time-dependent magnetic field dur-
ing a chirp pulse in the rotating frame:
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According to Eq. (5), if Δ� starts positive and ends negative, the effective field �⃗Beff 
flips orientation from + z to −z. In the context of chirped pulses, the adiabaticity 
condition requires the spin vector to follow �⃗Beff (t) at all times during the sweep. To 
satisfy this condition, the rate of change of the orientation of �⃗Beff must be very slow 
compared to the spin nutation frequency. This implies that the adiabatic condition 
can be expressed as,

Fig. 1   a Amplitude profiles, �1(t) , for the WURST pulse, with different values of N [Eq. (3)]. b Boden-
hausen spin echo sequence with WURST pulses [ B1(t) given by Eq. (1)], with the excitation pulse (FP90) 
being twice long as the refocusing pulse (FP180); a typical quadrature-detected chirped echo of TEM-
POL is shown in blue (I) and red (Q). c Inversion recovery pulse sequence, where the spectrum is first 
inverted with an adiabatic π-pulse (AP180), followed by a Bodenhausen detection sequence. d CHEESY-
detected NMR pulse sequence, where the AP180 pulse in (c) is replaced with a high-turning angle 
(HTA) saturating pulse. The horizontal axes are not to scale in (c, d)
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with �(t) being the instantaneous tip angle of �⃗Beff away from the z-axis ( �∕2 for 
Δ� = 0 ), and tan[�(t)] = �1(t)∕Δ�(t) . From this relation, the dimensionless adiaba-
ticity factor, Q(t) , can be defined by the ratio

In the case of a WURST pulse (linear frequency sweep), Q(t) can be expressed as 
[31]:

Q(t) is minimum at the center of the chirp pulse, i.e., Δ� = 0 . This leads to an 
expression for the minimum, Qmin , as:

Thus, Eq.  (9) provides guidelines for achieving adiabaticity in terms of the 
choice of pulse length, tp , microwave power, �1 , and sweep width, �sw (expressed 
here in frequency units). For adiabatic inversion, Qmin ≥ 5 is recommended [32]. 
Otherwise, for an echo sequence where inversion is not required, excitation pulses 
are executed non-adiabatically, with Qmin well below unity.

3 � Materials and Methods

3.1 � AWG Implementation

A schematic diagram outlining integration of the AWG (Model M8190A, Key-
sight, Santa Rosa, CA, USA) into the NHMFL HiPER spectrometer is shown in 
Fig.  2. Overall, this is a relatively simple modification to the original transceiver 
(capable of generating monochromatic square pulses at two frequencies, with 
pulse-to-pulse phase cycling [25]). To generate an arbitrary waveform centered at 
94 GHz, a 7.68333 GHz local oscillator (LO) is upconverted via a ×12 multiplier 
chain (QuinStar Technologies, Torrence, CA, USA) to 92.2 GHz. This is then har-
monically mixed with the direct output from the AWG, centered at 1.8 GHz. The 
steady frequency of 7.68333 GHz is generated by a phase-locked permanent magnet 
yttrium iron garnet (YIG) tuned oscillator (Micro Lambda Wireless, Inc., Fremont, 
CA, USA). For FT HFEPR, the AWG is programmed to supply a pulsed waveform 
centered at 1.8  GHz with a sweepable frequency offset width of � = ±500 MHz. 
Such a scheme yields a resultant output frequency in the range of 94 ± 0.5 GHz. It 

(6)
d𝜃(t)

dt
≪ 𝛾eBeff ,

(7)Q(t) =
�eBeff

d�(t)∕dt
.

(8)Q(t) =

(
k2t2 + �2

1

)3∕2

k�1

.

(9)Qmin =
�2

1

k
=

�2

1
tp

�sw

=
2��2

1
tp

�sw
.



	 M. V. H. Subramanya et al.

1 3

is also possible to choose any frequency between 93.5 and 94.5 GHz as the center 
frequency and adjust the sweep range accordingly. The AWG and LO are further 
synchronized to a 10  MHz clock such that they remain phase coherent from shot 
to shot. The resultant waveform is further amplified to a maximum of 1 kW via the 
EIK amplifier (50  dB gain, VKB2475 series, Communications and Power Indus-
tries, Canada Inc.).

The output from the amplifier and the input to the receiver/detector are matched 
to free space via corrugated feed horns. In between, a corrugated waveguide probe 
(similarly matched to free space) couples the transmit signal to the sample and the 
resultant emission from the sample back to the receiver. Inductive mode detection 
enables excellent isolation of the cross-polar sample emission from the incident sig-
nal by means of a quasi-optical  diplexer, providing low deadtime. Further details 
of the spectrometer are given in Ref. [25]. The achievable spectrometer bandwidth 
is ultimately limited by the profile of the amplifier, which quickly rolls off outside 
the 93.5 to 94.5  GHz range. On the detection side, the broadband emission cen-
tered at 94 GHz follows a two-step down-conversion scheme, first mixing out the 
92.2 GHz signal generated by the ×12 LO, followed by an intermediate frequency 
(IF) of 1.8 GHz from the 2nd output channel of the AWG. This down-conversion 
scheme conveniently yields a final signal that possesses the exact same bandwidth, 
2� , that was initially generated by the AWG. During the second step of the down 
conversion, the reference signal is split and phase shifted by 90° for simultaneous 
in-phase (I) and quadrature (Q) detection. These signals are then digitized using a 
transient recorder (ADQ14DC-2X-PCIe, Teledyne, Thousand Oaks, CA) operating 
at a sampling rate of 2 GSa/s. According to Nyquist’s theorem [33], this sampling 
rate is sufficient to cover the bandwidth of the EIK.

3.2 � Flattening of the EIK Amplifier Profile

For the vast majority of pulsed EPR experiments, it is desirable to achieve uniform 
excitation over the available bandwidth, i.e., a uniform nutation frequency across the 
accessible spectrum. This requires a frequency-independent power, �1 , arriving at the 
sample. In general, the nutation profile is given by a convolution of the frequency 

Fig. 2   A schematic of the AWG implementation in the W-band HiPER spectrometer; see main text for 
further explanation
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responses of the microwave amplifier, the microwave beam transport system (the 
quasi-optics in this case) and any resonator. To maximize bandwidth, HiPER does 
not employ a resonator [25]. Consequently, the quasi-optical design gives a rela-
tively flat frequency profile and any corrections associated with the narrow-band 
response of a typical resonator [24, 32] can be avoided. However, the power profile, 
P(�) , of the EIK amplifier employed at the NHMFL currently has a 400% variation 
over its bandwidth (Fig. 3); note that this can vary over the lifetime of the amplifier. 
Taking advantage of the AWG, the nonuniformity can be compensated directly by 
careful manipulation of the input function. P(�) can of course be determined experi-
mentally using a known sample. As an obvious first guess, we use the reciprocal of 
P(�) to rescale the AWG output and re-record the resultant P�(�) . However, due to 
nonlinearities associated with the amplifier and the mixer (M1 in Fig. 2), four to five 
iterations are generally needed to further correct the AWG output before a reason-
ably flat nutation profile is obtained, as seen in Fig. 3. The final amplitude profile is 
then obtained by multiplying the power correction function with, e.g., the desired 
WURST amplitude modulation function.

3.3 � Sample

4-Hydroxy TEMPO [TEMPOL, where TEMPO = (2,2,6,6-Tetramethylpiperidin-
1-yl)oxyl] and dimethyl sulfoxide (DMSO) were purchased from Sigma–Aldrich. 
All the presented experimental spectra were recorded for a 0.25  mM solution of 
TEMPOL dissolved in a 50/50 (v/v%) mixture of water and DMSO which forms 
a glass upon freezing. Approximately 50 μl of the solution was loaded into a 3 mm 

Fig. 3   Uncorrected EIK output power in the 93.5–94.5 GHz frequency range, together with the correc-
tion function that is used to obtain an approximately frequency-independent (flat) corrected EIK output; 
all curves are normalized to their maximum values
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outer-diameter, 28 mm long polytetrafluoroethylene (PTFE) tube, which fits into the 
non-resonant inductive mode sample holder described in Ref. [25]. A sample tem-
perature of 50 K was chosen to ensure a short enough spin–lattice relaxation time, 
T1 (~5 ms), to achieve good signal-to-noise via averaging on reasonable time scales. 
Temperature control was achieved using a CF1200 helium-flow cryostat combined a 
MercuryiTC temperature controller (both Oxford Instrument PLC, UK).

3.4 � Pulse Sequences

The pulsed HFEPR experiments described in the following section were designed to 
demonstrate the feasibility of the broadband FT detection technique using HiPER. 
In this context, an appropriate benchmark is provided by a comparison of the FT-
detected spectrum of TEMPOL with the more conventional echo-detected field-
swept (EDFS) spectrum of the same radical. The latter was recorded at a fixed fre-
quency of 94 GHz using a Hahn echo sequence described by �∕2 − � − � − � − echo 
[34], where the angles refer to the rectangular nutation pulses of length ��∕2 = 100 ns 
and �� = 200 ns , with an inter-pulse delay, � = 600 ns.

To obtain FT-detected spectra, we implemented the Bodenhausen pulse sequence 
to generate broadband echoes; this is illustrated in Fig. 1b [35, 36]. For these pur-
poses, the excitation and refocusing pulses are performed non-adiabatically with a 
much faster sweep rate compared, e.g., to the case where an exact broadband inver-
sion pulse is required. Conventionally, these are referred to as fast-passage (FP) 
pulses, which we label FP90 and FP180 for excitation ( �∕2 ) and refocusing ( � ), 
respectively [32]. However, in contrast to the standard Hahn echo sequence, FP180 
must have half the duration of FP90 (Fig. 1b). This may be understood as follows. 
If the chirps are performed from low to high frequency, then the FP90 pulse will 
sequentially excite spins from the low- to high-frequency ends of the spectrum, 
likewise the refocusing FP180 pulse. Consequently, the inter-pulse delay for spins 
excited at the start of the pulses will be �FP90 + �d , with the echo occurring at 
2(�FP90 + �d) , where �d is defined here as the delay time between the end of the FP90 
pulse and the start of the FP180 pulse (Fig. 1b). Similarly, the inter-pulse delay for 
spins excited at the ends of the pulses will be �d + �FP180 ; however, the echo will 
occur at time �FP90 + (2 × delay) = �FP90 + 2(�d + �FP180) after the start of start of 
the FP90 pulse. Therefore, in order for the echoes to occur at the same point in time, 
the pulse durations must satisfy the following equality: 2�FP90 = �FP90 + 2�FP180 , 
i.e., �FP90 = 2�FP180 . Because of the linear frequency sweep rate associated with the 
WURST sequence [Eq. (4)], similar reasoning applies to all spins in the spectrum, 
i.e., they will refocus at exactly the same point in time for a �FP90 ∶ �FP180 ratio of 
2:1. Meanwhile, the pulse amplitudes are modulated according to the WURST win-
dowing function (Eq.  (3), see also Fig. 1a). A value of N = 100 was employed in 
the experiments reported here, giving an approximate 10% truncation of the rising 
and falling edges of the pulses. To compensate for this truncation, the full band-
width of the WURST pulses should be at least 25% larger than that of the EPR spec-
trum of interest. Since the full TEMPOL spectrum spans approximately 500 MHz 
at W-band, a sweep range of 700 MHz was employed throughout. The remaining 
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pulse parameters were then optimized from visual comparison of the FT and EDFS 
spectra (Sect. 4): �FP90 was fixed at 700 ns, with corresponding �FP90

1
=  5.5 MHz. 

According to Eq. (9), these values correspond to Qmin = 0.2, which is well below the 
adiabatic condition. Determining the optimum relative amplitudes of the FP90 and 
FP180 pulses requires numerical simulation, because fast-passage chirp pulses do 
not produce a linear relationship between nutation angle and pulse amplitude; we 
note that a �FP90

1
∶ �FP180

1
 power ratio of 1:10 was employed in Ref. [36]. Finally, the 

EIK power correction function was applied to both pulses.
With the Bodenhausen sequence properly implemented, one can then perform a 

broadband experiment in a single shot that would normally require tedious itera-
tion over many parameters. For example, TEMPOL exhibits a T1 variation across 
its spectrum [37, 38]. A complete map of this variation spanning 500 MHz would 
require at least 10 separate measurements using rectangular pulses (assuming 
50 MHz bandwidth). Likewise, a field-swept version of the experiment would obvi-
ously require varying the applied field across the spectrum. In an adiabatic inversion 
recovery experiment, a truly adiabatic pulse (AP180) is first applied to invert the 
entire EPR spectrum. The polarization recovery is then measured using the chirp 
echo sequence described in the previous paragraph as a function of relaxation delay 
time, �r , between the AP180 and FP90 pulses; the full sequence is shown in Fig. 1c. 
To achieve the adiabatic condition for the AP180 pulse, Qmin > 5 [Eq. (9)], �1 was set 
to 16.5 MHz (determined from Rabi nutation measurements) and a �AP180 = 10 μs 
was used, resulting in Qmin ≈ 25.

FT methods may also be utilized as alternatives to other multi-dimensional EPR 
techniques, such as electron–electron double resonance (ELDOR-) detected NMR 
[8, 39, 40], where frequency iteration is involved. The FT version of this sequence, 
named Chirp Echo Epr SpectroscopY (CHEESY-) detected NMR [24], is shown in 
Fig. 1d. For these purposes, a 10 μs high-turning angle (HTA) monochromatic pulse 
is first applied, saturating a very narrow portion of the spectrum, i.e., burning a hole 
[39]. The resultant EPR spectrum is then detected via the chirp echo sequence. As 
a control, a reference FT EPR spectrum is also recorded with the HTA pulse tuned 
outside the chirp bandwidth. A ratio of these spectra produces an image of the hole, 
along with sidebands due to forbidden electron-nuclear transitions (further details 
are given below).

4 � Results and Discussion

4.1 � FT‑Detected HFEPR Spectrum of TEMPOL

As discussed above, the Bodenhausen sequence enables single-shot FT detection of 
the inhomogeneously broadened EPR spectrum of the TEMPOL radical in frozen 
solution, which spans almost 500 MHz at an applied field of 3.4 T. This spectrum is 
rich in features arising primarily from an anisotropic g-tensor and the hyperfine cou-
pling to the I = 1 nuclear spin associated with 14 N (99.6% natural abundance) [41]; 
the oxygen and carbon atoms are predominantly non-magnetic, while longer-range 
hyperfine coupling to protons is not resolved in the one-dimensional spectrum (see 
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below). Figure 4 shows a direct overlay comparison between the FT and EDFS spec-
tra, where the latter has been transformed into the frequency domain. The overall 
excellent match validates the use of an adiabatic factor, Qmin < 1, for echo detection, 
as well as the EIK amplifier power flattening procedure.

4.2 � Spin–Lattice and Spin–Spin Relaxation Time Measurements on TEMPOL

The results of wideband inversion recovery experiments are summarized in Fig. 5, 
which plots FT-detected spectra as a function of �r in (a) and (b). Immediately after 
the AP180 pulse, the spectrum is approximately inverted, i.e., it has a similar overall 
profile to the equilibrium spectrum observed at long times, albeit that the phase of 
the echo differs by � radians. The fact that the spectrum is not fully inverted for zero 
delay is most likely due to phase relaxation during the AP180 pulse (see also Fig. 6). 
At short delays, the inverted spectral intensity decays rapidly as a function of �r , 
passing through zero at ~1 ms, after which the equilibrium (positive) spectrum grad-
ually recovers at longer delay times; note the log scale on the time axis in Fig. 5a, 
b, while a linear scale is employed in the inset to (c). The overall time depend-
ence is characteristic of an exponential recovery of the echo amplitude of the form, 
A(�, �) = A0(�)

{
1 − 2exp

(
−�∕T1(�)

)}
 , where � denotes the relaxation delay time 

( �r ) and A0(�) is the equilibrium echo amplitude. Interestingly, one sees from the 
false color map in Fig. 5b that different portions of the spectrum pass through zero at 
different delay times. This indicates that the longitudinal, or spin–lattice relaxation 
time, T1(�) , depends strongly on frequency. In turn, this implies that T1 is anisotropic, 

Fig. 4   Comparison of an echo-detected field-swept (EDFS) spectrum and a Fourier-transform- 
(FT-) detected spectrum for the same 0.25 mM TEMPOL sample at 50 K. The FT spectrum was acquired 
using the Bodenhausen sequence (Fig.  1b) at a magnetic field B0 = 3.3445  T, with �FP90 = 700  ns, 
�d = 600 ns, 20,000 averages and 33 Hz repetition rate. The EDFS spectrum, which employed narrow-
band pulses of similar duration and 400 averages (100 Hz rep. rate) at each field step, has been trans-
formed into the frequency domain
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because the different frequencies correspond to different g-values (Fig.  5c), thus 
reporting on TEMPOL molecules that are differently oriented with respect to the 
applied field (//z); note that, for TEMPOL, 

↔

g = [2.0096, 2.0063, 2.0024] [41]. This 
behavior is further confirmed by fitting the recovery time traces to a single exponen-
tial function to obtain T1(�) , as displayed in Fig. 5c. A fivefold increase is observed 
from high to low frequency.

In a separate experiment, FT-detected spectra were collected by varying �d (as 
defined in Fig. 1b) without the preceding AP180 pulse; the results are displayed in 
Fig. 6a. Exponential fits to the time traces provide a measure of the phase memory 
time, Tm (Fig. 6b). In contrast to T1 , no clear dependence on frequency is observed, 
i.e., there is no anisotropy associated with the phase memory time. T1 relaxation in 
the solid-state is mediated by the interaction between the spins and the surround-
ing thermal bath [42]. In a quantum mechanical picture, this involves the intercon-
version of spin and vibrational energy quanta, mediated via spin–orbit coupling 
(SOC) present in the magnetic center or molecule [43, 44]. The strength of SOC in a 
spin-½ radical can be gauged by the deviation of the g-factor from the free electron 
value, ge = 2.0023 [40]. As a result, spin–lattice relaxation should be more effec-
tive (shorter T1 ) as the g-value deviates further from ge , a trend that is clearly borne 
out in Fig. 5c. One also sees a slight dependence of T1 for the different 14 N hyper-
fine components in the form of small inflections visible at each extremum. Such a 
dependence in TEMPOL has been reported in solutions [45]. However, the more 
likely explanation in the present case is again a variation of the actual (as opposed to 
effective) g-factor across each hyperfine component. Meanwhile, the phase memory 
time, Tm , is dominated by spin–spin interactions at low temperatures [46–48]. In 
dilute samples, it is primarily dynamics associated with the protons in the frozen 
matrix that cause dephasing. Such interactions are isotropic for radicals with weak 

Fig. 5   a 3D plot of normalized 50 K FT spectra of a 0.25 mM TEMPOL sample as a function of relax-
ation delay time, �r , for the inversion recovery pulse sequence depicted in Fig.  1c; the magnetic field 
was set to B0 = 3.3445 T, with �AP180 = 10 μs, �FP90 = 700 ns, �d = 600 ns, 20,000 averages and 45 Hz 
repetition rate. b 2D false color map corresponding to the data in (a), with a representative long delay 
time spectrum shown at top. The blue arrows indicate the frequency-dependent delay times where the FT 
amplitude passes through zero. c Frequency- (or orientation-) dependence of the spin–lattice relaxation 
time, T1 , obtained by performing single exponential fits to the FT amplitude as a function of �r across 
the full spectrum; representative time traces are shown in the inset, and error bars represent the standard 
error associated with the exponential fits. A strong (~ fivefold) variation in T1 is observed for regions of 
the spectrum corresponding to different orientational components of the g-tensor (labeled at bottom)
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SOC anisotropy, in agreement with the experiments reported here. A more detailed 
discussion of these relaxation effects is beyond the scope of this study.

4.3 � CHEESY‑Detected NMR

CHEESY-detected NMR was originally performed by Wili et al. at Q-band (35 GHz) 
[24]. This multi-dimensional (pump-probe) technique is similar to conventional 
ELDOR-detected NMR [8]. In particular, both methods are capable of uncovering 
details of weak super-hyperfine interactions that are unresolved in one-dimensional 
spectra such as those in Figs. 4, 5 and 6. The reason is because the HTA pump pulse 
burns holes in the inhomogeneously broadened spectrum, thereby selecting narrower 
subsets of molecules in the distribution. In this case, the linewidth of the hole is 
determined either by the bandwidth of the HTA pulse or any intrinsic spin dynamics 

Fig. 6   a FT-detected EPR spectra of a 0.25 mM TEMPOL sample recorded at 50 K as a function of the 
delay between the FP90 and FP180 pulses in the Bodenhausen sequence (Fig. 1b), starting at �d = 600 ns 
and increasing in 100 ns increments; the magnetic field was set to B0 = 3.3485 T, with �FP90 = 700 ns, 
20,000 averages and 50 Hz repetition rate. The echo intensity decreases with increasing delay because of 
dephasing. b The frequency- (or orientation-) dependence of the phase memory time, Tm , is obtained by 
performing single exponential fits to the FT amplitude as a function of �d across the spectrum; the error 
bars represent the standard error associated with the exponential fits
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that contribute to homogeneous line broadening. Importantly, the residual linewidth 
is typically less than the spectral splitting caused by super-hyperfine interactions to 
more remote nuclei. Consequently, if the spectrum is subsequently imaged on time-
scales that are short in comparison to the spin–lattice or spectral diffusion lifetimes, 
one may resolve such super-hyperfine effects, which may be of immense diagnos-
tic value, e.g., in biomolecular and biochemical structural investigations [49–51] or 
mechanistic studies of DNP [39, 52]. To do so using the conventional ELDOR tech-
nique, multiple experiments at variable observe frequencies are required. This may 
be time-consuming, particularly if the ELDOR spectrum spans a wide frequency 
range. On the other hand, CHEESY-detected NMR provides the entire spectrum in 
a single shot.

The detailed theory of CHEESY- [24] and ELDOR-detected NMR [8] can be 
found elsewhere. Both techniques rely on formally forbidden transitions involving 
simultaneous excitation of electron and nuclear spins (i.e., Δms =  ± 1, ΔmI = ±1) 
by the HTA pulse. The transition probability increases with increasing anisotropy 
in the relevant hyperfine interaction. Here, we consider the simplest possible case 
of an S = ½ radical and an I = ½ proton (1H), coupled through space via the mag-
netic dipolar interaction, which is intrinsically anisotropic (the more complex S = ½, 
I = 1 case appropriate to 14 N is discussed in Ref. [8]). The inset to Fig. 7b depicts 
the corresponding energy diagram and the various allowed and weakly allowed 
transitions: single-quantum (SQ) electron spin resonance ( Δms= + 1 and ΔmI = 0 ), 
�SQ = �eB0 ±

1

2
A , where the ± refers to the state of the nuclear spin, �e is the elec-

tron gyromagnetic ratio in frequency units and A the hyperfine coupling strength 
(in general, A is orientation dependent [53]); zero quantum (ZQ) electron-nuclear 
resonance ( Δms= + 1 and ΔmI = −1 ), �ZQ =

(
�e + �n

)
B0 , where �n is the nuclear 

gyromagnetic ratio; and double quantum (DQ) electron-nuclear resonance ( Δms

= + 1 and ΔmI = +1 ), �DQ =
(
�e − �n

)
B0 . In a CHEESY-NMR experiment, the 

FT-detected echo spectrum is dominated by the allowed SQ transitions. The deep-
est hole is observed at the same frequency as the HTA pulse because it saturates 
(bleaches) the corresponding SQ transitions at precisely that frequency. Meanwhile, 
the HTA pulse produces less pronounced holes due to excitation of the ZQ and DQ 
transitions. Likewise, this causes a bleaching of the FT-detected SQ spectrum. How-
ever, for 1H, the positions of these holes are shifted with respect to the SQ hole 
by the following difference frequencies: Δ� = �SQ − �ZQ and Δ� = �SQ − �DQ , i.e., 
Δ� = ±�nB0 ±

1

2
A . In other words, the ZQ/DQ holes occur on either side of the 

HTA reference (at Δ� = 0 ), shifted by an amount corresponding to the NMR fre-
quency, with an additional (often unresolved) splitting corresponding to the hyper-
fine interaction strength. Hence the name, CHEESY-detected NMR, because it 
yields an NMR spectrum that inherits EPR sensitivity and bandwidth. Here one sees 
a particular advantage of performing such experiments at high magnetic fields due 
to the corresponding high NMR frequencies, which enables better resolution of the 
ZQ/DQ signals from the central SQ intensity.

The result of a CHEESY-detected NMR experiment on TEMPOL is shown 
in Fig.  7b, with the horizontal scale referenced to the HTA pulse frequency 
(94.02 GHz). The final NMR spectrum is obtained by taking the difference between 
FT spectra recorded both with and without the HTA pulse. It has five main peaks 
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including the central SQ transitions. The narrow 1H peaks located symmetrically 
with respect to the central hole are easily identified, as they appear at the associ-
ated proton Larmor frequency ( �nB0 = ±143 MHz at 3.3485 T). Meanwhile, the two 
inner peaks can be assigned to 14 N present in the nitroxide moiety of the TEMPOL 
radical. In this case, due to the I = 1 nuclear spin and stronger hyperfine coupling, 
DQ and ZQ peaks occur either side of the central SQ hole. Moreover, in contrast 
to 1H, their positions are dominated by the hyperfine interaction, with weaker shifts 
due to the 14 N nuclear Larmor frequency ( �nB0 = ±10.4 MHz at 3.3485 T). This 
results in broader peaks and a slight asymmetry with respect to the Δ� = 0 position; 
for more in-depth discussion, see Refs. [8, 38].

Fig. 7   a Comparison between FT spectra of a 0.25 mM TEMPOL sample recorded at 50 K using the 
CHEESY-detected NMR pulse sequence depicted in Fig. 1d, with the HTA pulse on and off; the mag-
netic field was set to B0 = 3.3485 T, with �FP90 = 700 ns, 20,000 averages and 25 Hz repetition rate; a 
12 μs duration HTA pulse was employed, with a 10 μs delay to the FP90 pulse. b CHEESY-detected 
NMR spectrum obtained by taking the difference between the “off” and “on” spectra in (a), with the 
frequency referenced to the HTA pulse (94.02 GHz). The inset to b depicts the energy level diagram for 
the simple case of a hyperfine coupled S = ½, I = ½ electron-nuclear system (e.g., electron–1H). The solid 
vertical lines denote SQ electron transitions, while the dashed green lines denote ZQ and DQ transitions. 
The 1HZQ/1HDQ and 14 N CHEESY-detected NMR signals are indicated in the main panel
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5 � Summary and Outlook

We demonstrate integration of an AWG capability into the broadband HiPER 
spectrometer operating at uniquely high W-band frequencies, facilitating multi-
dimensional high-power FT EPR experiments. We benchmark this state-of-the-art 
spectrometer using the TEMPOL radical, demonstrating efficient adiabatic inver-
sion of the entire 500 MHz wide spectrum, as well as hole-burning (pump–probe) 
experiments. This capability enables efficient studies of weak super-hyperfine 
electron-nuclear couplings and relaxation dynamics with the sensitivity and resolu-
tion inherent to high-field EPR. Beyond the benchmark experiments described in 
this work, the capabilities offered by chirped broadband pulsed EPR techniques are 
highly applicable to coherent population transfer in multi-level (i.e., S > ½) systems. 
Indeed, these techniques have already been demonstrated for Gd(III) spin labels in 
which the enhancement of the central transition was used to increase the sensitivity 
of dipolar-EPR measurements [54]. However, such techniques have yet to be applied 
to carefully oriented single crystals or in weakly exchange-coupled systems. Con-
cerning further developments in the instrumentation, arbitrarily tailored pulse shap-
ing can also be iteratively tuned via optimal control procedures. Such techniques are 
known to increase excitation efficiency by compensating for pulse distortions aris-
ing from all RF and quasi-optical components present in the spectrometer, including 
sample dependent geometries. Though optimally tailored pulses are commonly used 
in quantum information science applications, they are rarely employed in the context 
of pulsed EPR [55, 56]. As such, the techniques afforded by the addition of an AWG 
opens new possibilities in a range of research areas, from biomolecular structural 
studies and coordination chemistry to materials research and quantum spin sciences. 
Most notably, this capability resides at the US National High Magnetic Field Labo-
ratory, where it is available to external users via a competitive proposal process.
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