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The spin-triplet superconductor UTe2 exhibits a myriad of exotic physical phenomena, including the
possession of three distinct superconducting phases at ambient pressure for magnetic field µ0H ≤
40 T aligned in certain orientations. However, contradictory reports between studies performed
on UTe2 specimens of varying quality have severely impeded theoretical efforts to understand the
microscopic properties of this material. Here, we report high magnetic field measurements on a
new generation of ultraclean UTe2 crystals grown by a salt flux technique, which possess enhanced
superconducting critical temperatures and fields compared to previous sample generations. Re-
markably, for H applied close to the hard magnetic b direction, we find that the angular extent of
magnetic field-reinforced superconductivity is significantly increased in these pristine quality crys-
tals. This suggests that in close proximity to a field-induced metamagnetic transition the enhanced
role of magnetic fluctuations – that are strongly suppressed by disorder – is likely responsible for
tuning UTe2 between two distinct spin-triplet superconducting phases. Our results reveal a strong
sensitivity to crystalline disorder of the field-reinforced superconducting state of UTe2.

I. INTRODUCTION

A superconducting state is attained when a material
exhibits macroscopic quantum phase coherence. Conven-
tional (BCS) superconductors possess a bosonic coherent
quantum fluid composed of pairs of electrons that are
weakly bound together by phononic mediation to form
a Cooper pair [1, 2]. The condensation of Cooper pairs
also drives superconductivity in unconventional super-
conductors, but in these materials the pairing glue orig-
inates not from phonons but instead from attractive in-
teractions typically found on the border of density or
magnetic instabilities [3]. The majority of known uncon-
ventional superconductors exhibit magnetically mediated
superconductivity located in close proximity to an anti-
ferromagnetically ordered state, comprising Cooper pairs
in a spin-singlet configuration that have a total charge of
2e and zero net spin [4, 5].
The discovery of superconductivity in the ferromag-

netic metals UGe2 [6], URhGe [7], and UCoGe [8] was
surprising because most superconducting states are frag-
ile to the presence of a magnetic field, as this tends to
break apart the Cooper pairs that compose the charged
superfluid. However, an alternative pairing mechanism
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was proposed for these materials, involving two electrons
of the same spin combined in a triplet configuration, for
which ferromagnetic correlations may thus enhance the
attractive interaction [9].

The discovery of superconductivity below 1.6 K in
UTe2 [10] was also met with surprise, as although this
material also exhibits several features characteristic of
spin-triplet pairing, it possesses a paramagnetic rather
than ferromagnetic groundstate. Two of the strongest
observations in favor of triplet superconductivity in UTe2
include a negligible change in the NMR Knight shift on
cooling through the superconducting critical tempera-
ture (Tc), and large upper critical fields along each crys-
tallographic axis that are considerably higher than the
Pauli-limit for spin-singlet Cooper pairs [11]. Notably,
for a magnetic field, H, applied along the hard magnetic
b direction, superconductivity persists to µ0H ≈ 35 T
– over an order of magnitude higher than the Pauli
limit [12, 13], at which point it is sharply truncated by
a first-order metamagnetic (MM) transition into a field-
polarised phase [14, 15]. Remarkably, this field-polarised
state hosts a magnetic field-reentrant superconducting
phase over a narrow angular range of applied field, which
onsets at µ0H ≈ 40 T [14, 16, 17] and appears to persist
to µ0H ≈ 70 T [18].

Careful angle-dependent resistivity measurements in
high magnetic fields, for field applied in close proxim-
ity to the b-axis, observed that there appear to be two
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distinct superconducting phases over the field interval of
0 T ≤ µ0H ⪅ 35 T [14, 15]. This interpretation has re-
cently been corroborated by bulk thermodynamic mea-
surements at this field orientation, indicating the pres-
ence of a distinct field-reinforced superconducting state
for µ0H ⪆ 15 T [19]. Throughout this report we shall re-
fer to the zero field superconducting state as SC1, to the
field-reinforced phase for field applied close to the b direc-
tion as SC2, and to the very high magnetic field-reentrant
phase, located at µ0H ⪆ 40 T for inclined angles in the
b− c rotation plane, as SC3.

Several early studies of the superconducting proper-
ties of UTe2 observed two superconducting transitions
in the temperature dependence of the specific heat (in
zero applied magnetic field) [10, 20, 21], leading to spec-
ulation regarding a possible multi-component nature of
the superconducting order parameter at ambient pres-
sure and magnetic field. However, subsequent reports
demonstrated that this was perhaps instead an artifact of
sample inhomogeneity [11, 22], with higher quality sam-
ples found to exhibit a singular sharp superconducting
transition [23–25]. Kerr effect measurements on samples
exhibiting two specific heat transitions yielded evidence
for time reversal symmetry breaking [20]; however, this
observation could not be reproduced on higher quality
samples [26]. Theoretical efforts to understand the micro-
scopic details of the remarkable superconducting proper-
ties of UTe2 have thus been stymied by these discrepan-
cies between experimental studies performed on samples
of varying quality.

In this work we report measurements on a new genera-
tion of UTe2 crystals grown by a molten salt flux (MSF)
method, using starting materials of elemental uranium
refined by the solid state electrotransport technique [27]
and tellurium pieces of 6N purity. The pristine quality
of the resulting single crystals is evidenced by their high
Tc values of up to 2.10 K, low residual resistivities down
to 0.48 µΩ cm, and the observation of magnetic quan-
tum oscillations at high magnetic fields and low temper-
atures [25]. Concomitant with the enhancement in Tc,
the upper critical fields (Hc2) of SC1 along the a and
c directions are also enhanced in comparison to samples
with lower Tc values. Notably, we also find that the an-
gular extent of SC2 – that is, the rotation angle away
from b over which a zero resistance state is still observed
at low temperatures for µ0H ≈ 30 T – is significantly
enhanced for this new generation of high purity crystals.
We find that this can be well described by considering
the enhanced role of magnetic fluctuations close to the
MM transition.

By contrast, we find that the MM transition to the field
polarised state still sharply truncates superconductivity
at µ0Hm ≈ 35 T in MSF samples. This indicates that
while the SC1 and SC2 superconducting phases of UTe2
are highly sensitive to the effects of crystalline disorder,
the first-order phase transition to the high magnetic field
polarised paramagnetic state is an intrinsic magnetic fea-
ture of the UTe2 system, and is robust against disorder.

We also find that the formation of the SC3 phase in ul-
traclean MSF samples appears to follow the same field-
angle profile found in prior sample generations grown by
the chemical vapor transport (CVT) method.

II. EXPERIMENTAL DETAILS

UTe2 single crystals were grown by the MSF tech-
nique [28] using the methodology detailed in ref. [25].
Electrical transport measurements were performed using
the standard four-probe technique, with current sourced
along the a direction. Electrical contacts on single crys-
tal samples were formed by spot-welding gold wires of
25 µm diameter onto the sample surface. Wires were
then secured in place with a low temperature epoxy. All
electrical transport measurements reported in this study
up to maximal magnetic field strengths ≤ 14 T were per-
formed in a Quantum Design Ltd. Physical Properties
Measurement System (QD PPMS) at the University of
Cambridge, down to a base temperature of 0.5 K. Electri-
cal transport measurements up to applied magnetic field
strengths of 41.5 T were obtained in a resistive magnet
at the National High Magnetic Field Lab, Florida, USA,
in a 3He cryostat with a base temperature of 0.35 K.
Skin depth measurements were performed using the

proximity detector oscillator (PDO) technique [29]. This
is achieved by measuring the resonant frequency, f , of
an LC circuit connected to a coil of wire secured in close
proximity to a sample, in order to achieve a high effec-
tive filling factor, η. As the magnetic field is swept, the
resulting change in the resistivity, ρ, and magnetic sus-
ceptibility, χs, of the sample induce a change in the in-
ductance of the measurement coil. This in turn shifts
the resonant frequency of the PDO circuit, which may
be expressed as

∆f

f
≈ −η δ

d

(
µr

∆ρ

ρ
+∆χs

)
, (1)

where d is the sample thickness, µr = χs + 1, and the

skin depth δ may be written as δ =
√

2ρ
µrµ0ω

, for excita-

tion frequency ω [29, 30]. Thus, the PDO measurement
technique is sensitive to changes in both the electrical
resistivity and the magnetic susceptibility of the sample.
Steady (dc) field PDO measurements were performed

at the National High Magnetic Field Lab, Florida, USA.
One set of measurements was performed in an all-
superconducting magnet utilising a dilution fridge sam-
ple space, over the temperature- and field-ranges of 20-
100 mK and 0-28 T. Higher temperature, higher field
measurements were obtained using a resistive magnet fit-
ted with a 3He sample environment. Pulsed magnetic
field PDO measurements were performed at Hochfeld-
Magnetlabor Dresden, Germany, down to a base tem-
perature of 0.6 K and up to a maximum applied field
strength of 70 T.
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FIG. 1. Electrical resistivity, ρ, as a function of temperature,
T , for three samples grown by the molten salt flux (MSF)
technique (colored points), plotted alongside data reported
for a chemical vapor transport (CVT) specimen in ref. [10]. Tc

values were determined by zero resistivity. Residual resistivity
ratios (RRRs) were computed by fitting the low temperature
normal state resistivity with the dashed curves, of functional
form ρ = AT 2 + ρ0 for constant A, to extract the residual
normal state resistivity ρ0. The dimensionless RRR value is
defined as ρ(T = 300 K)/ρ0.

III. ENHANCEMENT OF Tc AND Hc2 OF SC1

Figure 1 shows the temperature dependence of the elec-
trical resistivity, ρ(T ), for three MSF samples (colored
points) of varying quality. Data for ρ(T ) of a CVT sam-
ple reported in ref. [10] is plotted in gray for comparison.
A clear trend is apparent, with samples exhibiting higher
Tc values also possessing higher residual resistivity ratios
(RRRs), where the RRR is the ratio between the residual
resistivity, ρ0, and ρ(T = 300 K).

Table I tabulates these data presented in Fig. 1, and
also includes data from other studies as indicated. Here,
the correlation between Tc and RRR is further empha-
sised, with samples exhibiting high Tc values also pos-
sessing low residual resistivities (and thus high RRRs).
A high RRR is indicative of high sample purity [23], as
samples containing less crystalline disorder will thus have
lower scattering rates for the charge carriers partaking
in the electrical transport measurement. Characterising
sample quality by comparison of RRR values is a par-
ticularly effective methodology, as it is agnostic with re-
gards to the source of the crystalline disorder – be it from
grain boundaries or vacancies or impurities, from some
other source of disorder, or indeed a combination of sev-
eral types. The presence of any such defects will lead to
an increase in the charge carrier scattering rate, thereby
yielding a lower resultant RRR.

TABLE I. Comparison of critical superconducting tempera-
ture (Tc), residual resistivity (ρ0), and the residual resistivity
ratio (RRR) for UTe2 samples grown by the MSF and CVT
techniques from various reports as indicated. In all cases, Tc

is defined by zero resistivity, which we identify as the first
measurement point to fall below 0.1 µΩ cm on cooling. ρ0
is determined by a quadratic fitting at low temperatures, as
depicted in Figure 1, to give the expected normal state resis-
tivity value at 0 K in the absence of superconductivity. RRR
is the ratio between ρ0 and ρ(T = 300 K). FIB stands for
focused ion beam. Note that in Sakai et al. [28] the authors
stated that their RRR = 1000 sample was too small to accu-
rately determine the resistivity – therefore a value for ρ0 was
not obtained.

Growth

method
Tc (K)

ρ0

(µΩ cm)
RRR Reference

2.10 0.48 904

MSF 2.08 1.1 406 This study

2.02 4.7 105

MSF 2.06 1.7 220
Aoki et al.

(2022) [24]

MSF
2.10 - 1000 Sakai et al.

2.04 2.4 170 (2022) [28]

2.00 7 88

CVT 1.95 9 70
Rosa et al.

(2022) [23]

1.85 12 55

CVT 1.44 16 40
Ran et al.

(2019) [10]

CVT 1.55 - 1.60 19 35
Aoki et al.

(2019) [31]

CVT 1.55 - 1.60 16 35 - 40 Helm et al.

CVT FIB 1.55 - 1.60 27 25 - 30 (2022) [18]

Figure 2 shows a comparison of the extent of super-
conductivity for CVT and MSF samples. For magnetic
field applied along the crystallographic a and c directions,
Hc2 is clearly enhanced for the cleaner MSF samples, in
good agreement with ref. [33]. Along the hard magnetic
b direction, Tc(H) is also enhanced for all temperatures
measured. The effect of magnetic field-reinforced super-
conductivity along this direction is observed as a kink
in the Tc(H) curve at µ0H ≈ 15 T, as reported previ-
ously [14, 19] – but this feature occurs at higher temper-
ature in the case of MSF-grown UTe2 compared to CVT
samples. We also find that the lower critical field (Hc1)
is enhanced for MSF samples, consistent with a recent
report [34], as shown in Appendix B.

This observation of increased sample purity leading
to an enhancement of Tc and Hc is not uncommon for
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FIG. 2. Magnetic field–temperature superconducting phase
diagram of UTe2. For field oriented along each crystallo-
graphic axis, Tc(H) is enhanced for MSF samples (bold sym-
bols) in comparison to CVT samples (pale symbols). Lines
are given as a guide to the eye. Contacted (contactless) resis-
tivity measurements from this study are represented by solid
diamonds (circles). Raw resistivity data used in part to con-
struct this figure are given in Appendix B. The procedure for
determining error bars for contactless resistivity points is de-
tailed in Appendix A. All contacted resistivity measurements
were performed on the RRR = 406 sample from Table I. Ad-
ditional MSF resistivity data along the b direction are repro-
duced from ref. [32]. CVT resistivity data are given by up
(down) triangles, reproduced from ref. [10] (ref. [31]). We
identify the normal-superconducting transition temperature
by the point at which zero resistivity is first attained, as de-
fined in Table I.

unconventional superconductors, with a strong correla-
tion between Tc and ρ0 previously reported, for example,
in studies of ruthenates [35], cuprates [36], and heavy
fermion superconductors [37, 38]. A quantitative analysis
of the effect of crystalline disorder can often be achieved
by utilizing the Abrikosov-Gor’kov theory [39]. However,
it has been suggested that this approach does not appear
to be valid for the case of UTe2 [40], indicating a complex
dependence of superconductivity on the presence of dis-
order, as may be expected for a p-wave superconductor.

The high purity of UTe2 samples investigated in this
study is further underlined by their ability to exhibit
the de Haas-van Alphen (dHvA) and Shubnikov-de Haas
(SdH) effects at high magnetic fields and low temper-
atures. All measurements reported in this study were
performed on crystals from the same batch as those pre-
viously reported [25] to exhibit high frequency quantum
oscillations, indicative of a long mean free path and thus
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FIG. 3. (a) PDO measurement of the skin depth of UTe2 for
magnetic field applied along the c direction at various tem-
peratures (strictly, this is a measurement of ∆f

f
as per Eq. 1,

which we refer to as skin depth for succinctness). The deriva-

tive of the 0.1 K curve is also plotted ( ∂fPDO
∂H

), identifying the
superconducting transition out of the SC1 state. These data
form part of Fig 1. (b) Skin depth for field oriented along the
b direction (dark blue curve) and tilted 15◦ from c towards b
(ochre curve). The inset shows a zoomed view of the H ∥ b
data, with an arrow marking the location of an anomalous
feature that appears to indicate the boundary between SC1
and SC2. (c) Oscillatory component of the PDO signal at
20 mK, showing prominent quantum oscillations of frequen-
cies ≈ 3.5 kT, consistent with prior studies [24, 25]. All data
in this figure were collected on the same sample.
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high crystalline quality.
Figure 3 shows the PDO response of UTe2 at low tem-

peratures up to intermediate magnetic field strengths.
Note that the response of the PDO circuit is expressed
in full in Eq. 1 – for brevity, we shall refer to this through-
out as the skin depth, as aspects of both ρ and χs are
important. Fig. 3(a) maps the superconducting phase
boundary for H ∥ c. In Fig. 3(c) the oscillatory com-
ponent (∆fPDO) of the PDO signal at T = 20 mK is
isolated, which exhibits clear quantum oscillations. The
observation of quantum oscillations in a material requires
ωcτ ≳ 1, where ωc is the cyclotron frequency and τ is the
quasiparticle lifetime [41]. Therefore, the manifestation
of quantum oscillations in our samples indicates that the
mapping of the UTe2 phase diagram presented in this
study gives an accurate description of the UTe2 system
in the clean quantum limit.

IV. PRONOUNCED ANGULAR
ENHANCEMENT OF SC2

One of the most remarkable features of the UTe2
phase diagram (at ambient pressure) is the presence of
three distinct superconducting phases for magnetic field
aligned along certain orientations [14]. For H applied
along the b direction, at low temperatures (T < 0.5 K)
zero resistance is observed all the way up to 34.5 T [16].
Remarkably, at higher temperatures (T ≈ 1 K) and for
field applied at a slight tilt angle away from H ∥ b,
measurements of CVT samples have shown that rather
than a single superconducting state persisting for 0 T ≤
µ0H ≤ 34.5 T, there are instead two distinct supercon-
ducting phases present over this field interval [19], with
the higher-field phase (SC2) having been referred to as a
“field-reinforced” superconducting state [11].

Figure 4 shows the skin depth of UTe2 measured in
pulsed magnetic fields up to 70 T, for field applied along
the hard magnetic b direction. The MM transition to
the polarised paramagnetic state is clearly observed by
a sharp step in the skin depth at µ0Hm ≈ 35 T for all
temperatures [11]. An interesting aspect of our PDO
measurements is the presence of an anomalous kink fea-
ture, marked with arrows in Fig. 4(a) (and in the inset of
Fig. 3(b)), which appears to demarcate the phase bound-
ary between SC1 and either SC2 or the normal state, de-
pending on the temperature. These points are plotted as
purple circles in Fig. 4, along with resistivity and specific
heat data from previous reports [10, 16, 19, 32]. By Eq. 1
the change in frequency of the PDO circuit is sensitive
to both the electrical resistivity and the magnetic sus-
ceptibility of the sample. Thus, this observation appears
consistent with recent reports [17, 32] in which a kink in
the magnetic susceptibility has been attributed to mark-
ing the termination of SC1, which is visible in our skin
depth measurements even though the resistivity remains
zero as the material passes from SC1 to SC2.

Figure 5 shows the resistivity of MSF-grown UTe2 mea-
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FIG. 4. (a) PDO measurements for H ∥ b at indicated tem-
peratures. The 0.1 K curve is the same data as in Fig. 3b,
measured in a dc magnet; all other data were obtained in a
pulsed magnet. Arrows indicate the anomalous feature in the
PDO signal displayed in Fig. 3b, marked by purple circles
in panel (b), which indicates a magnetic field-induced tran-
sition between two superconducting states (SC1 and SC2).
(b) Field-temperature phase diagram comparing the phase-
space of CVT and MSF UTe2 samples for H ∥ b. Points are
from refs [10, 16, 19, 32] as indicated. Lines are as a guide to
the eye. Two distinct superconducting phases are observed
at low temperatures for this field orientation, which we la-
bel as SC1 and SC2. The extent of both SC1 and SC2 in
temperature is clearly enhanced for MSF samples compared
to CVT specimens. However, both types of samples see the
SC2 phase sharply truncated by a MM transition to a field
polarised state at µ0Hm ≈ 35 T.

sured in a resistive magnet over the field interval 0 T
≤ µ0H ≤ 41.5 T at T = 0.4 K for various magnetic field
tilt angles as indicated. Data in the b−c plane were taken
on the RRR = 406 sample from Table I while those in
the b− a plane are from the RRR = 105 sample.
At T = 0.4 K, for small tilt angles within 5◦ from the b

direction in both rotation planes, zero resistivity persists
until the magnetic field strength exceeds 34.0 T, where-
upon the resistivity increases rapidly at the MM transi-
tion as SC2 terminates and the polarised paramagnetic
state is entered. In the b− c rotation plane, this remains
the case for angles up to 19◦ away from b; however, by
25◦ nonzero resistivity is observed at µ0H as low as 20 T
(Fig. 5(a)). Above 20 T the resistivity at this angle then
remains small but nonzero up to 38 T. At this point the
SC3 phase is accessed and zero resistivity is observed up
to this measurement’s highest applied field strength of
41.5 T.

Figure 6 compares the angular extent of SC2 by col-
lating selected angles from Fig. 5 alongside prior CVT
studies. In the b− c rotation plane, CVT measurements
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FIG. 5. Angular dependence of resistivity for rotation in (a)
the b−c plane and (b) the b−a plane. 0◦ corresponds to H ∥ b
for both panels. Insets give a zoomed view of the magnetic
field interval over which the MM transition is located. The
data in panel (a) were recorded on the RRR = 406 sample
from Table I while those in panel (b) are from the RRR =
105 sample. All data were obtained at T = 0.4 K.

reported by Knebel et al. [15] found that for a rotation
angle of 8◦ away from b, zero resistivity persisted up to
their highest accessed field strength of 35 T. However, at
12◦ this was no longer the case, with nonzero resistance
observed over the field interval of 14 T ⪅ µ0H ⪅ 25 T.
The resistivity then returned to zero for 25 T ⪅ µ0H ≈
30 T, above which it increased up until 35 T (Fig. 6(a)).

By contrast, our measurements on MSF-grown UTe2
yield zero resistivity over the entire field interval 0 T
≤ µ0H ⪅ 34.5 T for successive tilt angles up to and
including 19◦ away from b towards c. Notably, our mea-
surements in the b − c plane were performed in a 3He
system, at a temperature an order of magnitude higher
than those reported by Knebel et al. [15]. This indicates
a remarkable angular expansion of SC2 resulting from the
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FIG. 6. Comparison of UTe2 ρ(H) data for MSF and CVT
samples in (a) the b−c rotation plane and (b) the b−a rotation
plane. Insets give a zoomed view of the main panels. MSF
curves for selected angles are reproduced from Fig. 5. CVT
data in (a) are reproduced from ref. [15] while those in (b)
are from ref. [14].

enhancement of purity in this new generation of crystals.

A similar trend is found in the b − a rotation plane.
Prior measurements on a CVT specimen reported by
Ran et al. [14] found a strong sensitivity of the extent of
SC2 within a very small angular range of only 0.3◦, with
markedly different ρ(H) observed for 4.7◦ compared to
5.0◦ (Fig. 6(b)). By comparison, at 5◦ we observed zero
resistance persisting to µ0H > 34 T, while at 9◦ and 10◦

the resistive transition is notably sensitive to such a small
change in angle, indicating that the boundary of SC2 for
MSF samples lies close to here. Interestingly, it appears
that the angular extent of SC2 in both rotation planes
appears to be approximately doubled for MSF compared
to CVT samples – for angles b − c from approximately
12◦ to between 19◦-25◦, and for b− a from 5◦ to around
10◦.
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from ref. [14]) samples, including for the onset of re-entrant
superconductivity (SC3) at θ = 33◦.

V. FIELD-ANGLE PHASE SPACE OF UTe2

The previous sections have demonstrated that the crit-
ical fields of SC1, and the angular extent of SC2, have
been enhanced for this new generation of pristine quality
UTe2 crystals. We turn our attention now to consider the
behavior of the field polarised state, which is instructive
as it is this phase into which SC2 is abruptly quenched,
and out of which SC3 emerges.

Fig. 4 shows a clear step in the skin depth for H ∥ b
at µ0H ≈ 35 T. Extensive prior high magnetic field
measurements on CVT-grown samples have identified
this feature as a first-order MM transition to a po-
larised paramagnetic state at which the magnetization
of the material abruptly jumps by ≈ 0.5 µB per formula
unit [11, 14, 42, 43].

Figure 7 tracks the MM transition as the orientation
of the magnetic field is rotated away from b towards c,
and compares with prior PDO measurements on a CVT
specimen reported in ref. [14]. At θ = {0◦, 20◦} the sharp
rise in the skin depth – caused by the abrupt increase in
resistivity characteristic of entering the polarised param-
agnetic phase – occurs at the same value of H for both
CVT and MSF samples (within experimental resolution).
At θ = 33◦, again both samples see a jump in the skin
depth at the same field strength – but here the jump is
in the opposite direction, due to the presence of SC3.

Figure 8 depicts the phase space of UTe2 for applied

magnetic fields oriented in the b − c and b − a planes,
at strengths up to 70 T, combining our MSF data with
prior CVT studies. CVT ρ from Knebel et al. [15] was
reportedly measured at T = 30 mK; our MSF PDO
points tracking the termination of SC1 were measured
at T = 0.1 K. All our ρ points in this figure were mea-
sured at T = 0.4 K in steady fields, while the ρ and PDO
measurements reported by Ran et al. [14] were performed
both in steady and pulsed fields, at T ≈ 0.4-0.5 K. Our
pulsed field PDO measurements tracking the field po-
larised state, and the ρ measurements reported in Helm
et al. [18], were performed at T ≈ 0.6-0.7 K.
Upon inspecting Figs. 7 and 8, there appears to be

negligible difference between measurements of the MM
transition for MSF and CVT samples. This indicates
that this transition is an intrinsic property of the UTe2
system that, unlike SC1 and SC2, is insensitive to crys-
talline disorder. Furthermore, we find that the tempera-
ture evolution of the MM transition tracks very similarly
between MSF and CVT samples, implying that the asso-
ciated energy scale is unchanged under the improvement
of sample quality (see Figure 16 in Appendix B for steady
field data up to T = 34 K) [16, 44].

VI. MODELLING THE ORIGIN OF SC2

The mechanism behind, and the precise form of, the
superconducting order parameter in UTe2 remains the
subject of much theoretical debate [45–52]. The cur-
rent consensus appears to be that at zero external field
a triplet order parameter is stabilized by some form of
magnetic fluctuations, giving rise to the SC1 phase [11].
The experimental data suggests, however, that the SC2
phase has a rather different character, as evidenced by its
acute sensitivity to the field direction, its starkly different
NMR spectra, and by the observation of Tc growing with
increasing field aligned along the b-axis [19, 32, 52, 53].
These observations suggest that the SC2 phase likely

has a very different pairing mechanism compared to SC1,
with a distinct possibility being that it is driven by
MM fluctuations. Such a mechanism for magnetic field-
reinforced superconductivity has previously been consid-
ered in the case of the ferromagnetic superconductors
URhGe and UCoGe [9, 54–56]. We theoretically model
this scenario (taking kB = ℏ = 1 throughout) for the case
of UTe2 by first considering a Ginzburg-Landau theory
describing the MM phase transition [56–58]:

F [M](H) =
1

2
χ−1
i M2

i +
1

4
βijM

2
i M

2
j +

1

6
γM6

y −M ·H+

+ κj(∂jMj)
2 (2)

where i, j = x, y, z, M is the magnetic order parameter,
and χ−1

i , βij , γ, and κj are Ginzburg-Landau parameters.
Good agreement with the experimental data is obtained
only if βxy is non-zero (see caption of Fig. 9 for param-
eter values). We chose the parameters such that at zero
applied field, the free energy has two minima: a global
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FIG. 8. Angular magnetic field phase diagram of UTe2 for µ0H ≤ 70 T. The phase boundary between SC1 and the normal
state is located at higher magnetic field strengths for MSF samples compared to prior studies on CVT specimens (blue region).
Furthermore, the angular extent of SC2 is greatly enhanced for MSF samples (pink region). The polarised paramagnetic state
(orange region) is found to have the same angular profile for both types of samples. Lines and shading are as a guide to the
eye. CVT data points from refs. [14, 15, 18].

minimum at M = 0, and a minimum with higher en-
ergy at M = M∗ pointing along the b direction. As the
field is applied, the minimum at M∗ decreases until it
becomes the new global minimum at the metamagnetic
phase transition point Hm. We denote the energy at this
minimum as Ω∗(q). We find that with the free energy
Eq. (2), for magnetic fields aligned within the crystallo-
graphic ab and bc planes, a good fit is given by

Ω∗(q) ≈ g(Hm −Hy + αH2
x) +

∑
j

κjq
2
j , (3)

where g is a constant with dimensions of the mag-
netic field, and α is a dimensionless constant (in par-
ticular, within this approximation Ω∗(q) is indepen-
dent of Hz when Hz ̸= 0 and Hx = 0). To
include the effect of fluctuations on superconductiv-
ity about this minimum, we quantize the associated
mode as a bosonic field mq, a massive magnon we re-
fer to as a “metamagnon,” with Hamiltonian HM =∑

q Ω∗(q)m
†
qmq. The metamagnon couples to the

electron spin S(q) =
∑

ks1s2
c†k+qs1

(σ)αβ cks2 (where

s1, s2 =↑, ↓ are spin indices) as Hm,el = µe

∑
q(mq +

m†
−q)S∥(q)M∗, where S∥(q) = S(q) · M∗/M∗, and µe

is the electron magnetic moment. Integrating out the
metamagnon mq (see Appendix C for details) gives rise
to the usual ferromagnetic spin-fluctuation interactions

Hint =
∑

q J(q)S∥(q)S∥(−q), where

J(q) = −µ
2
eM

2
∗Ω∗(q)

Ω2
∗(q) + Γ2

m

.

Here we account for disorder via the metamagnon decay
rate Γm (see Appendix C for details). Crucially, J(q) < 0
is an increasing function of Hy and J(0) is maximized at
the metamagnetic phase transition.
Solving the linearized gap equation, we find that the

superconducting order parameter expressed in the d-
vector notation is ∆(p) = d(p) · σiσy, with dx = −idz
and dy = 0 and dx(p) = pj with j = x, y, z corresponding
to the largest κj parameter (see Appendix C for details).
We do not speculate which κj is the largest as there are
insufficient data to determine it; however, we note that
possible forms of the order parameter we find include the
non-unitary paired state proposed for UTe2 in [59] (be-
longing to the B1u + iB3u irreducible representation of
D2h), as well as that considered in [52] in order to explain
the field direction sensitivity of the SC2 phase.
For any form of the parameter, the critical temperature

for SC2 is given by

T (SC2)
c (H) = 1.13Λ exp

[
−
(
Ω2

∗(0) + Γ2
m

)2
8νκ̃µ2

eM
2
∗Ω

2
∗(0)

]
, (4)
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FIG. 9. (a) Magnetic field dependence of critical temper-
atures for superconducting phases SC1 and SC2 for H ori-
ented along the b−axis estimated from Eq. (4). We used
Tc = 2.1 K, µe = 0.2µB, c(0) = 0.7 for SC1 (see Eq. (5))

and Λ = 1.5 K,
8M2

∗νκ

g2
= 500, Hm = 35 T for SC2. The green

dashed line is an envelope of the two transition lines that is
measured experimentally. (b) Calculated angular magnetic
field phase diagram. The color coding is the same as for the
experimental phase diagram in Fig. 8. The MM phase tran-
sition is obtained from Eq. (2) and is well fit with χ−1

y = 1,
χ−1
z = 0.5, χ−1

x = 0.01, βxx = 0.02, βyy = −2, βzz = 2,
βxy = 20, and γ = 0.8 (all other parameters set to zero),
with magnetic field measured in Tesla. For SC1, we took
c = 0.7+ 0.1 sin2 θ, T = 0.35 K (0.035 K) and Γe = 0 (0.2) to
model the clean (dirty) sample. (We neglect the anisotropy of
Hc seen in experiment in this case.) For SC2 we use Eq. (4)
with Ω∗ from Eq. (3), with resulting parameters Hm = 35 T,
g = 1.6×10−3 and α = 0.024. For the metamagnon decay rate
Γm = γx sin

4 ϕ+γz sin
4 θ, we took γx = 0.4 and γz = 0.007 to

model the MSF samples and γx = 4 and γz = 0.07 to model
the CVT samples (i.e. Γm(CVT) = 10Γm(MSF)), and we
took T = 0.1 K. A good agreement with experimental data is
observed for both panels.

where ν is the density of states, Λ is the energy cutoff, and
κ̃ is equal to the largest κj times some form factor with
units of momentum squared coming from integration over
momentum. The corresponding Tc vs Hy plot is shown in

Fig. 9(a), which also shows a cartoon picture of T
(SC1)
c

in the SC1 phase. Importantly, we assume that SC1 is
driven by some spin fluctuations that do not involve the
metamagnon and have a strength that is independent of
the applied field. We model the corresponding critical

temperature for the SC1 phase as

log
T

(SC1)
c

T
(SC1)
c0

= −(1−c(θ, ϕ))F
(
Γe

Tc

)
−c(θ, ϕ)F

(
Γe + ih

Tc

)
(5)

with F (x) = Re
[
ψ
(
1
2 + x

2π

)
− ψ

(
1
2

)]
, where h = µeH =

µBgeH/2, T
(SC1)
c0 is the critical temperature of SC1 with-

out disorder in zero magnetic field (that we take to be
2.1 K), 0 < c < 1 is a phenomenological form factor
that depends on the direction of the applied field, Γe is
the electron decay rate due to disorder, and ψ(x) is the
digamma function. We derive this equation under the
assumption that pairing is mediated by generic spin fluc-
tuations that are insensitive to the applied field, with
some further simplifying assumptions (see Appendix C).
Note that in Fig. 9(a) we extrapolated Eq. (4) all the
way up to Hy = Hm, though the formula is not strictly
valid at that point as the coupling becomes strong.
In modelling the effects of disorder, we find that it is

crucial that the metamagnon decay rate Γm depends on
the direction of the applied magnetic field, in particular if
the decay is dominated by two magnon scattering and/or
Gilbert damping processes [60–62]. The exact functional
form depends on the precise decay mechanism, but we
find phenomenologically that the data is well described
with Γm = γx sin

4 ϕ + γz sin
4 θ, where ϕ and θ are the

angles between the direction of magnetic field and the
b−axis in the ab− and bc−crystallographic planes, re-
spectively. The resulting phase diagram in Fig. 9(b) is in
good qualitative agreement with the experimental data.

Here we neglected several other effects that give SC2
additional dependence on the direction and strength of
the magnetic field. First, fields pointing away from the b-
axis have a component parallel to the d-vector, and there-
fore suppress SC2; we find, however, that this effect does
not significantly alter the phase diagram. Second, the
magnetization M∗ of the polarized paramagnetic phase
is itself a function of the applied field and changes both
magnitude and direction, which in turn alters the direc-
tion of the d-vector. Third, we have neglected any mixing
between SC1 and SC2, which necessarily occurs due to
the breaking of crystalline symmetries by fields aligned
away from the b-axis. And finally, we assumed the high
energy cutoff is independent of the applied field, though
it is likely a function of Ω∗.

VII. DISCUSSION AND OUTLOOK

It is likely that a significant contributory factor to
the enhancement of Tc for MSF-grown UTe2 is the min-
imization of uranium vacancies. Recent x-ray diffrac-
tion (XRD) studies on UTe2 specimens of varying quality
found that CVT samples with 1.5 K ≤ Tc ≤ 2.0 K pos-
sessed uranium site defects of between ≈ 1-3%, while low
quality samples that did not exhibit (SC1) superconduc-
tivity at temperatures down to 0.45 K showed uranium
vacancies of ≈ 4-5% [28, 40, 63]. By contrast, an MSF
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specimen with Tc = 2.1 K exhibited no uranium defi-
ciency within the experimental resolution of the XRD
instrument [28].

Therefore, the enhancement of Tc(H) of the SC1 phase
for field applied along each crystallographic direction, as
reported for measurements of MSF samples in ref. [33]
and reproduced here in Section III, is likely to be due to
the minimization of uranium site vacancies for this alter-
native growth process utilizing a salt flux. Our striking
observation of the enhanced angular profile of the SC2
phase, which we detailed in Sections IV & V, can be
very well described by considering the effects of disorder
on MM fluctuations, as we outlined in Section VI.

It has been proposed in ref. [19] that the SC2 phase
may be spin-singlet in character, rather than spin-triplet
as widely considered by other studies [11, 45, 46, 52–
54, 58, 64, 65]. The authors of ref. [19] argue in favor of a
singlet pairing mechanism for SC2 based on the profile of
their high field specific heat measurements performed on
CVT specimens. However, recent NMR measurements
up to applied field strengths of 24.8 T argue strongly in
favor of SC1 and SC2 both being spin-triplet [53]. In-
terestingly, the field dependence of the 125Te-NMR in-
tensity reported in ref. [53] indicates that in the SC1
phase the dominant spin component of the triplet pair
points along the a-axis, while measurements at higher
fields show that in the SC2 state the spins are instead
aligned along the b-axis. This scenario is fully consistent
with our MM fluctuation model presented in Section VI.
We note that the broader profile of the SC2 supercon-
ducting transition (compared to that of SC1) observed
in specific heat measurements in ref. [19] fits this picture
of strong magnetic fluctuations near Hm driving the for-
mation of the SC2 phase, with the broader heat capacity
anomaly being analogous to prior studies of supercon-
ducting states driven by nematic fluctuations [66, 67].
Indeed, such a profile of a broad specific heat anomaly for
magnetic fluctuation-induced field-reinforced supercon-
ductivity has recently been considered for the case of the
ferromagnetic superconductor URhGe [55]. More empiri-
cal guidance, particularly from thermodynamic probes, is
urgently needed to carefully unpick the microscopics un-
derpinning the remarkable magnetic field-reinforced SC2
superconducting phase of UTe2.

An interesting question posed by the observation of
higher Tc(H) for the SC1 phase of MSF UTe2, and the
purity-driven enhancement of the angular range of the
SC2 phase, concerns the dependence of the SC3 state
on the crystalline disorder. It has recently been ob-
served that a very low quality sample with a RRR of 7.5,
which does not exhibit SC1 superconductivity down to
T ≈ 0.5 K, nevertheless exhibits SC3 superconductivity
at high magnetic fields [68]. This robustness to disorder
of the SC3 phase implies that it is likely very different
in character to the SC2 phase, which as we showed in
Section IV is highly sensitive to crystalline quality.

Since the optimization of the MSF growth technique
for high quality UTe2 specimens in 2022 [28], a number

of experiments on this new generation of samples have
helped clarify important physical properties of this sys-
tem. These include dHvA and SdH effect measurements
that reveal the Fermi surface geometry [24, 25], NMR and
thermal conductivity measurements that give strikingly
different results to prior CVT studies [69, 70] – provid-
ing a new perspective on the possible gap symmetry –
along with Kerr rotation and specific heat measurements
that also differ from prior observations and interpreta-
tions of studies on CVT specimens [11, 26]. We are there-
fore hopeful that continued experimental investigation of
this new generation of higher quality crystals will provide
the empirical impetus to enable more detailed theoretical
models of this intriguing material to soon be attained.
In summary, we have performed a detailed compara-

tive study of UTe2 crystals grown by the molten salt flux
(MSF) and chemical vapor transport (CVT) techniques.
We found that the higher critical temperatures and lower
residual resistivities of our ultraclean MSF crystals trans-
lated into higher critical field values compared to prior
CVT studies. Comparatively, the properties of the meta-
magnetic (MM) transition, located at µ0Hm ≈ 35 T for
H ∥ b, appeared the same for both types of samples.
This implies that the MM transition is a robust feature
of the UTe2 system that is insensitive to crystalline dis-
order, unlike the superconductivity. Strikingly, we found
that the magnetic field-reinforced superconducting state
close to this MM transition (SC2) has a significantly
enhanced angular range for the cleaner MSF crystals.
This observation can be well described by considering
the enhanced role of magnetic fluctuations in proxim-
ity to the MM transition, thereby underpinning this in-
triguing field-reinforced superconducting phase, which is
then quenched upon passing through the MM transition.
This interpretation is consistent with recent NMR mea-
surements, which taken together strongly imply that the
field-reinforced phase (SC2) is markedly different in char-
acter compared to the zero-field superconducting state
(SC1).
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Appendix A: SAMPLE CHARACTERIZATION
AND CALIBRATION
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FIG. 10. Superconducting transition of the sample measured
to high fields in Fig. 4, measured at ambient magnetic field.
The superconducting transition was measured by (a) PDO,
(b) SQUID, and (c) heat capacity.

In this section we compare characterization measure-
ments of the sample measured by the PDO technique
to high fields, for which the data are presented in Fig. 4.
We measured the superconducting transition of this sam-
ple by three different methods: (a) PDO, (b) supercon-
ducting quantum interference device (dc SQUID), and
(c) specific heat. PDO was measured by connecting the
same coil as was later used in the 70 T pulsed magnet
onto a homemade low temperature probe by a coaxial
cable. This was then measured on cooling to the base
temperature (1.8 K) of a PPMS system at 0.02 K/min
in zero applied field. The dc magnetic moment, M , was
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FIG. 11. Simultaneous measurement of (a) contacted resis-
tivity and (b) contactless resistivity performed on the same
sample. The derivative of the contactless resistivity data is
given in (c).

FIG. 12. Lauegram of a UTe2 sample (black and white), over-
laid with the expected diffraction pattern for x-rays incident
on the (001) plane (in red). Single crystallinity is evidenced,
with the [001] direction aligned to within 1◦.

measured by a QD Magnetic Property Measurement Sys-
tem (MPMS). The curve shown in Fig. 10(b) was mea-
sured on warming with a 10 Oe field applied after a zero-
field cool-down. Heat capacity (Cp) was measured by a
standard QD PPMS heat capacity module.
Figure 11 shows contacted and contactless resistiv-
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FIG. 13. Resistivity curves as a function of temperature for
the RRR = 406 sample from Table I at intermediate magnetic
fields with H applied along the (a) a-axis, (b) b-axis, and (c)
c-axis. The strength of the applied field is indicated by the
color scale. The corresponding profile of Tc(H) is given in
panels (d-f). A comparison is made between MSF-grown and
CVT-grown UTe2 using CVT data points from ref. [10].

ity measurements performed simultaneously on the same
sample. A Gaussian is fitted to the derivative, with
dashed lines marking the location of the Gaussian mid-
point, 0.5σ, and 1σ. We find in Fig. 2 that very good cor-
respondence between PDO and contacted resistivity mea-
surements is observed by empirically taking the Gaussian
centre of the derivative of the PDO signal plus 0.5σ. The
PDO error bars in Fig. 2 are each of length 1σ (to rep-
resent an approximate uncertainty of ± 0.5σ).
Crystallographic orientation was calibrated by Laue

diffraction as shown in Fig. 12. For pulsed field mea-
surements, the data at 20◦ and 33◦ shown in Fig. 7 were
obtained by mounting the sample on wedges of PEEK
machined to the desired angles. The rotation study in dc
magnetic fields presented in Fig. 5 was performed with
a single-axis rotation probe utilizing a gear mechanism,
with the rotation angle calibrated using a Hall sensor.

Appendix B: PHASE MAPPING OF UTe2

All contacted resistivity measurements to determine
the upper critical field (Hc2) of the SC1 phase, presented
as solid diamonds in Fig. 2, were obtained on the RRR
= 406 sample from Table I. This sample was oriented
by Laue diffractometry and then securely mounted on a
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FIG. 14. Comparison of pulsed field PDO data, with H ∥ b at
1.0 K, for the up-sweep (solid) and down-sweep (dashed) of
a magnetic field pulse. Arrows indicate the direction of field
sweep, with markers indicating the anomalous kink feature
displayed in Fig. 4(b). We note that the sharp feature at the
start of the up-sweep is likely due to a flux line moving in
the SC1 state – similar features have been observed in prior
pulsed field studies of superconductors [14, 71, 72]. The over-
lap of the rising and falling traces is very good above 35 T
in the field polarised state, which is known to have minimal
temperature dependence around 1 K, but is noticeably dif-
ferent below 35 T when superconductivity returns, where the
temperature dependence is much more sensitive. This obser-
vation is consistent with heating effects from eddy currents
and/or vortex motion during the pulse.

G10 sample board to enable easy orientation along each
crystallographic axis. Figure 13 shows the raw data from
which Fig. 2 is partly constructed. These data were ob-
tained using the dc electrical transport module of a QD
PPMS down to a base temperature of 0.5 K. Each data
point was obtained by stabilizing the temperature and
averaging over several measurements. Tc(H) was de-
fined by zero resistivity, which we identify as the first
measurement point to fall below 0.1 µΩ cm on cooling.
The excitation current for measurements with field ap-
plied along the a- and c-axes was 100 µA; the excitation
current for measurements with field applied along the b-
axis was 200 µA. Small applied currents were required
to maintain the temperature stability, due to low cooling
power for T ⪅ 1 K.

Figure 14 shows the PDO signal for rising and falling
magnetic field over the duration of a pulsed field mea-
surement. Due to the high ∂H/∂t of a pulsed magnet,
some amount of heating (from eddy currents and vortex
motion) is inevitable [14, 71, 72]. On inspecting the up-
and down-sweeps in Fig. 14, the location of the kink fea-
ture – which identifies the transition from SC1 to SC2
– has clearly moved to lower field on the down-sweep.
This is highly likely to be an effect of heating during the
pulse. Therefore, in Fig. 4 we use only the up-sweep data
of each PDO measurement, to mitigate this effect.
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FIG. 15. Magnetization measurements at low temperatures and magnetic fields. Measurements were performed on the RRR =
105 sample from Table I. (a) Isothermal measurements of the dc magnetic moment, M, as a function of magnetic field strength
for H ∥ a. Temperature points are indicated by the color scale. (b) Magnetic moment versus field after subtracting a linear fit
to the data for µ0H < 5 Oe, as described in the text. Each curve is offset for clarity. (c) Magnetic field–temperature phase
diagram of the Meissner state of UTe2 for H ∥ a. A comparison of CVT data is included from ref. [73].

Magnetization measurements to determine the lower
critical field (Hc1) were obtained using the helium-3 op-
tion of a QD MPMS, for which the data are presented
in Figure. 15. The sample was mounted inside a Kapton
tube, with the field aligned along the a-axis. For each
isothermal field sweep, the sample was first warmed up
above its critical temperature and the magnet was turned
off at high temperature. Then the sample was cooled
down to the assigned temperature in zero field. dc mag-
netic moment measurements were then performed with
stabilized magnetic field.

When a sample is in the Meissner phase, it will be in
a diamagnetic state of constant susceptibility [74]. In
terms of moment versus field, a straight line is thus ex-
pected within the Meissner state. The lower critical field
may therefore be identified as the lowest field value where
the M vs H curve deviates from linearity (with a correc-
tion for the demagnetization effect, as detailed in e.g.
refs. [75, 76]). We fit a linear function to the data below
5 Oe at each temperature, which is then subtracted from
each curve. The background-subtracted data for each
temperature are shown in Fig. 15(b). The flux penetra-
tion field Hp is then extracted by finding the first point
that deviates from the flat line at each temperature. Fol-
lowing the discussion in ref. [77], Hc1 may be related to
Hp via the expression:

Hc1 =
Hp

tanh
√
0.36t/w

, (B1)
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FIG. 16. (a) dc field resistivity data tracking the evolution
of the metamagnetic transition at Hm (indicated with mark-
ers). (b) Comparison between the progression in temperature
of Hm from panel (a) with that reported for a CVT sample in
ref. [44]. The red symbols indicate the first measured temper-
ature point of each study at which the MM transition is no
longer observed (which at elevated temperatures is identified
as a broad maximum).
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where t is the sample thickness and w is the sample width.
For this measurement, with H ∥ a, t = 3.46 mm (along
the a direction) and w = 0.51 mm.

We find thatHc1 is enhanced for this new generation of
higher quality samples (Fig. 15(c)), similar to the higher
Hc2 values shown in Fig. 2. We note that the Hc1 value
of ≈ 20 Oe we observe for H ∥ a agrees well with a recent
report of a similar study on MSF-grown UTe2 [34].
Figure 4 shows the temperature evolution of the MM

transition up to 3 K, over which interval it displays little
change. We also tracked the evolution of Hm to higher
temperatures, as shown in Figure 16. Whereas at low
temperature Hm is very clearly visible by the sudden in-
crease of the resistivity, at high temperatures this feature
rounds out into a broad maximum, indicated with mark-
ers in Fig. 16(a).

In Fig. 16(b) we compare the temperature evolution
of the MM transition between our study on a MSF sam-
ple with that reported previously in ref. [44] for a CVT
specimen. Note that our study and that of ref. [44] are
performed at different angles, so the location of Hm (at
equivalent temperature) is slightly different. However,
as we show in Figs. 7 & 8 the angular evolution of Hm

is the same for MSF and CVT samples. Furthermore,
from the comparison in Fig. 16(b), it is clear that Hm

displays a very similar temperature dependence for both
types of sample. This indicates that the energy scale of
the MM transition is unchanged between the two types
of samples. We note that the MM transition at Hm is
still observed even in very low quality samples that do
not show SC1 superconductivity down to temperatures
≈ 0.5 K [68]. Given that we observe no change in the
profile of this transition for this new generation of ultr-
aclean crystals, we conclude that the MM transition is
an intrinsic feature of the UTe2 system, and unlike the
superconductivity, is insensitive to the presence of crys-
talline disorder.

Appendix C: DETAILS OF THEORETICAL
CALCULATIONS

1. Model for SC2

Here we present the details of the derivation of the
spin-fluctuation interactions by integrating out the meta-
magnons. The action is given by

S = −
∑
n,q

(iΩn − Ω∗(q) + iΓmsgnΩn)m
†
qmq+

+
∑
q

µe(mq +m†
−q)M∗S∥

(C1)

with Ω∗(q) given in Eq. (3) and where we use the Mat-
subara formalism; Ωn = 2πnT are bosonic Matsubara
frequencies. We also introduced the decay term Γm to
account for the finite lifetime of the metamagnon. Here
we assume that the metamagnon is a degree of freedom
that stems from localized magnetic moments and not the
itinerant fermionic degrees of freedom; this is consistent
with recent theories of metamagnetic phase transitions
in Kondo lattices [78, 79]. This assumption allows us to
integrate the bosons out in the standard way, which gives
an effective dimensionless action for the fermions

SM [c, c†] = β
∑
n,q

J(iΩn,q)S∥(iΩn,q)S∥(−iΩn,−q),

(C2)
where

J(iΩn,q) = − µ2
eM

2
∗Ω∗(q)

Ω2
∗(q) + Ω2

n + Γ2
m

(C3)

are the effective ferromagnetic-fluctuation type interac-
tions. This is equivalent to writing the interaction Hamil-
tonian as

Hint =
∑

n,q,k,p

J(iΩn,q)c
†
k+qs1

(
σ · M̂∗

)
s1s2

cks2c
†
p−qs3

(
σ · M̂∗

)
s3s4

cps4 . (C4)

A proper treatment of the frequency dependence of the
interaction would require solving the Eliashberg equa-
tions [80–82]. However, because close to the metam-
agnetic phase transition the interaction strength has a
similar frequency dependence as in the case of phonons,
i.e., the attraction happens mostly at low frequency, we
can approximate J(iΩn,q) ≈ J(0,q). This gives us the
form of the interactions as stated in Section VI. We note
that there are additional corrections due to the fact that
the metamagnons, unlike phonons, are massive excita-
tions away from the metamagnetic transition. This would
likely modify the low energy cutoff of the theory in a more
rigorous treatment, but the effect should be small close

to the metamagnetic transition.

To get the gap equation and obtain the expression
for Tc we first need to recast the interaction in the sin-
glet/triplet pairing channels using the Pauli matrix com-
pleteness relation

2δs1s2δs3s4 =
∑

µ=0,x,y,z

σµ
s1s3σ

µ
s2s4 =

=
∑
µ

(σµiσy)s1s3
[
(σµiσy)†

]
s2s4

(C5)

that yields (using the four-momentum notation p =
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FIG. 17. Angular magnetic field phase diagram for MSF-grown UTe2 for µ0H ≤ 70 T. Lines are as a guide to the eye.
Comparative data points from pulsed field studies on CVT samples are from refs. [14, 18].

(iωn,p) etc)

Hint = Vµ(p; k) (C6)

×
(
c†−ks1

(σµiσy)s1s3c
†
ks3

) (
cps4(σ

µiσy)∗s4s2c−ps2

)
with µ = 0 and µ = j = x, y, z corresponding to singlet
and triplet pairing channels respectively, where

V0(p; k) = −J (S)
x (p− k)− J (S)

y (p− k)− J (S)
z (p− k)

Vx(p; k) = −J (A)
x (p− k) + J (A)

y (p− k) + J (A)
z (p− k)

Vy(p; k) = J (A)
x (p− k)− J (A)

y (p− k) + J (A)
z (p− k)

Vz(p; k) = J (A)
x (p− k) + J (A)

y (p− k)− J (A)
z (p− k)

(C7)

and where J
(S/A)
j = J (S/A)(q)M̂∗j is proportional to the

jth component of M̂∗, with

J (S/A)(p− k) =
J(p− k)± J(p+ k)

2
. (C8)

The functions J (S/A)(p − k) can be decomposed into
terms transforming according to particular irreducible
representations of the crystalline point group symme-
tries. To leading order, this can be achieved by expanding
J (S/A)(p−k) in momentum and keeping only the leading

term. This yields

J (S)(p− k) ∼ −µ
2
eM

2
∗Ω∗(0)

Ω2
∗(0) + Γ2

m

,

J (A)(p− k) ∼ − 2µ2
eM

2
∗Ω

2
∗(0)

(Ω2
∗(0) + Γ2

m)2

∑
j

κjpjkj . (C9)

We next introduce the gap functions via a Hubbard-
Stratonovich transformation:

H∆ =
∑

∆(µ)(p)(σµiσy)s1s2c
†
ps1c

†
−ps2 . (C10)

The corresponding linearized gap equation (valid in the
weak coupling approximation) reads

∆(µ)(p) = −T
∑
k

Vµ(p; k)Πµµ′(k)∆(µ′)(k) (C11)

where

Πµµ′(k) = Tr
[
σµiσyG(k)(σµ′

iσy)∗GT (−k)
]

(C12)

is the particle-particle bubble (before the Matsubara
sum), the trace is over spin indices, and

G(k) =
1

iωn − ε(k)− µeH · σ
= (C13)

=
iωn − ε(k) + µeH · σ
(iωn − ε(k))2 − µ2

eH
2
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is the Green’s function that includes the Zeeman term.
For the special case of H along the y axis, since we can

assume that the Fermi surfaces are spin polarized close to
the phase transition, we take G(k) ∝ 1

2 (±1+σy) (with ±
corresponding to the two spin split Fermi surfaces). One
can then check that the µ = 0, y channels vanish while

Πxx(k) = Πzz(k) =
1

ω2
n − (ε(k)± µeH)2

Πxz(k) = ±Πzx(k) =
i

ω2
n − (ε(k)± µeH)2

(C14)

with the ± in the denominator corresponding to the
Fermi surface with spin aligned against and with the
magnetic field, respectively. Note that the relevant in-

teractions are thus Vx = Vz = J
(A)
y , so that the d =

d(1, 0,±i) vector is interestingly non-unitary, similar to
that proposed in [59].

Combining with our knowledge of the d-vector, we ob-
tain the final equation for ∆ with ∆(x)(k) = −i∆(z)(k) =
∆(k) (summing over both spin polarized Fermi surfaces
for additional factor of two, another factor of two from
the eigenvalue of Π matrix, and neglecting form factors
from Fermi surface shapes):

∆(p) =
8νµ2

eM
2
∗Ω

2
∗(0)

(Ω2
∗(0) + Γ2

m)2
log

1.13Λ

Tc

∑
j

κj

∫
pjkj∆(k)dSFS

(C15)

where the surface integral is taken over the Fermi sur-
face. The solutions are thus ∆(p) ∝ pj , with different
j belonging to different irreps. Possibilities include the
B1u+ iB3u irrep combination of D2h irrep for j = y (cor-
responding to the Bu irrep of C2h in the presence of a
magnetic field along the b axis) as proposed in [59]; or,
for either j = x or j = z, the Au+ iB2u combination (Au

irrep of C2h) that was considered in [52]. Regardless of
the form of the order parameter, within weak coupling we
obtain an expression for Tc in Eq. (4) with a parameter
κ that accounts for any form factors resulting from the
integration over the Fermi surface. As the form of the
order parameter is still under debate, we simply consider
κ as a phenomenological parameter.

2. Model for SC1

To model SC1, let us assume that the FM (or AFM)
fluctuation-induced interaction at zero external field has
the form

Hint = V
(
c†−ks1

(d̂(k) · σiσy)s1s3c
†
ks3

)(
cps4(d̂(p) · σiσy)∗s4s2c−ps2

)
(C16)

where V is a constant. Unlike the SC2 model, here we assume that V is independent of the applied field and arises
from intrinsic spin fluctuations present in the ground state of the system in the absence of any field. It is then easy
to see that the self-consistent gap functions have the form ∆(p) = d(k) · σiσy. For simplicity, let us quantize spin
along the direction of H, so that

G(k) =

(
1

iωn−ε(k)−h+iΓesgnωn
0

0 1
iωn−ε(k)+h+iΓesgnωn

)
≡
(
G↑(k) 0

0 G↓(k)

)
(C17)

where h = µeH = µBgeH/2 and we introduced the electron decay rate Γe to account for disorder. Evaluating the
trace we then obtain the following self-consistency gap equation (cf. [83, 84]):

1 = −V T
∑
k

[
(|dx(k)|2 + |dy(k)|2)(G↑(k)G↑(−k) +G↓(k)G↓(−k)) + |dz(k)|2(G↑(k)G↓(−k) +G↑(−k)G↓(k))

]
.

(C18)
We can generalize to any orientation of the magnetic field by using a coordinate-free notation:

1 = −V T
∑
k

[
|d⊥(k)|2(G↑(k)G↑(−k) +G↓(k)G↓(−k)) + |d∥(k)|2(G↑(k)G↓(−k) +G↑(−k)G↓(k))

]
. (C19)

The Matsubara sums for the d⊥ part are the same as without magnetic field (these components are thus insensitive
to the magnetic field), and in the absence of disorder we obtain the usual logarithmic term. With disorder, we get∑

n

∫
dεG↑(k)G↑(−k) =

∑
n

∫
dεG↓(k)G↓(−k) = log

1.13Λ

T
− ψ

(
1

2
+

Γe

2πT

)
+ ψ

(
1

2

)
. (C20)



17

Evaluating the sum for the d∥ term, on the other hand, gives (assuming h≪ Λ)

∑
n

∫
dεG↑(k)G↓(−k) = log

1.13Λ

T
− Re

[
ψ

(
1

2
+

Γe + ih

2πT

)
− ψ

(
1

2

)]
(C21)

where ψ is the digamma function. After doing the sum over k in Eq. (C19), we then have

1 = −Ṽ
[
log

1.13Λ

T
− (1− c(θ, ϕ))

[
ψ

(
1

2
+

Γe

2πT

)
− ψ

(
1

2

)]
− c(θ, ϕ)Re

[
ψ

(
1

2
+

Γe + ih

2πT

)
− ψ

(
1

2

)]]
with

Ṽ = 2V ν

∫
|d(k)|2dSFS

and

0 < c(θ, ϕ) =

∫
|d∥(k)|2dSFS∫
|d(k)|2dSFS

< 1

is a form factor that we can treat as a phenomenological parameter that only depends on the direction of the field H.
This is most conveniently re-written as

log
Tc(H,Γe)

Tc0
= −(1− c(θ, ϕ))F

(
Γe

Tc

)
− c(θ, ϕ)F

(
Γe + ih

Tc

)
where F (x) = Re

[
ψ
(
1
2 + x

2π

)
− ψ

(
1
2

)]
, leading to the expression in the main text that was used to obtain the plots

in Fig. 9.
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